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ABSTRACT 
 
Extracting relevant points of action from video sequences has found its applications in both commercial 

and non-commercial scenarios. Applications like CCTV monitoring, video summarization, video codec 

optimization, etc. make use of key frame extraction (KFE) to function effectively. KFE has also found its 

applicability in military applications where military training footages are given for KFE and the output is 

used for fast track training of the officers. In this paper, we propose a novel hybrid motion vector based 

KFE algorithm, that utilizes motion vector information and combines it with a multi-color space visual 

attention model to extract key frames. The proposed algorithm can improve the precision, recall and f-

measure values when compared with state-of-the-art algorithms like Delaunay clustering, VSUMM, DT, 

OV. It is found that the proposed algorithm improves the efficiency of KFE by more than 20% across 

different video datasets. 
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1. INTRODUCTION 
 

Key frame extraction or KFE is the process where a video sequence is divided into frames, then 

these frames are processed one-by-one in order to find out redundant or not-so-useful frames. The 

removed frames are called non-key frames, while the retained frames are called as key frames.  

This process can be depicted with the help of the following diagram, 

 

 
 

Figure 1. Process of key-frame extraction 

 

The input frames are extracted from an input video sequence and are given to a region of interest 

extraction unit. This unit uses the concepts like visual attention models, motion vectors, color 

spaces, thresholding, edge mapping, and others to find out the areas of interest in the given frame. 

These areas of interest can contain objects, textures, important markers in the image, and other 

visually distinct areas.  
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Feature extraction methods like color maps, edge maps, gray level co-occurrence matrices, 

principal component analysis, and others are applied to the extracted regions. These methods 

perform the task of describing the image in numerical form. This numerical data can then be used 

for further processing. Due to application of a large number of feature extraction algorithms on 

the image, the size of the feature vector increases exponentially. Due to this, there is a need for 

feature selection. 

 

Methods like variance evaluation, standard deviation calculation, and others are used for this 

purpose. The advantage of feature selection is two-fold. It reduces the number of features thereby 

increasing the algorithm’s speed, and it removes the unwanted or redundant features thereby 

increasing the efficiency of the classifier. Due to these advantages, it is recommended that 

researchers make use of such algorithms for better efficiency of KFE. 

 

Once the features are extracted, then classification process is applied, which performs the actual 

differentiation between non-key frames and key frames. Classifiers like threshold-based methods, 

neural networks, machine learning methods, and others are used for this purpose. Upon 

classification, the post-processing layer is applied to remove any remaining outliers from the 

extracted key frames. This layer does the task by using simple methods like thresholding, or 

block difference calculations. Complex methods can be applied in this layer too, but they would 

reduce the algorithm’s speed efficiency.  

 

In this work, we have designed a novel region of interest evaluation algorithm that utilizes 

different color spaces with a visual attention model. This segmented image is given to a novel 

motion vector evaluation engine, wherein feature extraction and selection process is done. 

Finally, a neural network is applied to analyze the patterns and produce effective keyframes. The 

next section describes different algorithms that are studied for this purpose, followed by the 

proposed algorithm and its results. The paper concludes by recommending some further research 

in this field of KFE. 

 

2. LITERATURE SURVEY 
 

Over the years various researchers have developed different algorithms for KFE, some of them 

utilize the spatio-temporal differences between the frames, while others work on frequency 

components, or some other spatial domain. The work done in [1] utilizes the Pearson correlation 

coefficient (PCC) and the color moments (CM) between consecutive frames and evaluates the 

mean and standard deviation of these values. The utilization of this combo feature set enables the 

algorithm to perform effectively. The frames with highest values of PCC and CM mean & 

standard deviation are selected as key frames. Upon comparison it is found that the proposed 

method outperforms other methods in terms of figure of merit by atleast 20%. This method is 

unable to perform well for animations videos, but can perform exceptionally well for serials, 

personal interviews, news and movies. A video annotation method that uses KFE is proposed in 

[2], here the researchers have used color histogram difference (CHD) & Edge change ratio (ECR) 

for detection of KFE. They have used a 2-level comparison algorithm which utilizes CHD, ECR 

along with Fuzzy C Means in order to find out the most variant key frames from the set of input 

frames. They have formulated a change ratio (CR) factor in order to perform this task. The CR 

takes into consideration the values of CHD & ECR and then evaluates the values of mean and 

standard deviation from them. These values are compared frame-by-frame and the difference is 

termed as change ratio. Wherever there is a more than threshold change in the CR values, then 

those frames are termed as key-frames. The figure of merit for this technique is very high and is 

able to compress the video by upto 95%. The work in [3] compares different methods like SSIM 

(Structural Similarity Index Method) Method, Entropy Method and Euclidean Distance method, 

and also proposes a new method which is based on Euclidean Distance method with Differential 
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Evolution (DE) algorithm. The proposed method utilizes the concept of soft computing and bio-

inspired computing in order to find out the key frames. The researchers have modified the 

existing DE algorithm by adding Euclidean distance and Entropy Difference to the fitness 

function. This results in obtaining key frames with higher Euclidean distance and Entropy 

Difference values. There is no comment on the statistical performance of the algorithm, but it 

should be good enough for most of the video types.  

 

Finding out KFEs in human videos is a challenging task, because the movements are either very 

rapid or are very gentle. A novel method that utilizes Deep Learning to identity key frames in 

human videos is proposed in [4]. They have utilized the concept of deep learning in feature 

extraction, and then used a parallel processing engine to find out the best features suited for KFE. 

These features are given to a convolutional neural network (CNN) in order to find out the most 

varying frames. The results indicate that the proposed method is able to obtain a 95% precision 

and a high recall rate when compared with Discrete cosine coefficients and rough sets theory, 

Content relative thresholding, Multi-scale color contrast, relative motion intensity, and relative 

motion consistency & Color and structure features. CNN being an adaptive method is able to 

perform this classification with utmost accuracy. Another adaptive method is based on adaptive 

clustering is proposed in [5], wherein the RGB frames are converted in HSV domain, and then 

using adaptive clustering method the key frames are extracted. The HSV histogram is evaluated, 

and then a one-dimensional eigen vector is formed from this histogram. This histogram is given 

to a cluster validation silhouette coefficient, where density peak clustering algorithm (DPCA) is 

applied. The results showcase that the DPCA method outperforms K-Means, improved 

agglomerative hierarchical clustering algorithm (AGNES), Hierarchical Clustering and I-Frame 

methods.  

 

KFE methods usually identify frames that have higher movement values, and therefore moving 

object detection can be a feature vector for this purpose. The work in [6] uses Moving Object 

Detection and Image Similarity for the purpose of KFE. It uses ViBe algorithm and fuses inter-

frame difference method by dividing the original video into several segments that contain the 

moving object. For feature extraction Speed Up Robust Features or SURF is used. Finally, an 

adaptive selection threshold is used for finding out key frames from the input set of frames. They 

also use the concept of Peak Signal to Noise Ratio (PSNR) in order to find out frame similarity. 

The system first takes the video frames as input and finds out moving objects from these frames. 

These object frames are given to PSNR computation, and a global PSNR similarity feature is 

evaluated. Local similarity is found using SIFT technique, and then a weighted fusion feature set 

is evaluated to find the values of similarity between the frames. This similarity is compared using 

adaptive threshold selection to finally evaluate the key frames. Using the proposed method an 

accuracy of 99% can be achieved. But this is tested on a limited set of video sequences, it is 

recommended that the readers must perform further diligence before using this method for their 

own research. Another 2 level KFE method is proposed in [7], wherein researchers have used the 

concept of CBD and ECR for KFE. Results showcase that the proposed method has good KFE 

performance.  

 

KFE in 3D videos has been a topic of study for more than a decade now. Methods like shot 

boundary detection (SBD), uniform sampling, position sampling, clustering (k-Means and FCM), 

Curve simplification, Minimum correlation, Minimum reconstruction error, Matrix factorization 

are studied in [8]. From the evaluation done in [8], it is found that the SBD methods outperform 

other methods for 3D KFE. SBD methods also use Uniform Local Binary Pattern (ULBP) in 

order to find out key frames. The work in [9] utilizes Uniform Local Binary Patterns between 

different frames of a video, and then a threshold is applied to these frames in order to find out the 

key frames from the given video sequence. The proposed method outperforms SIFT, 

Unsupervised and other methods in terms of precision, recall, F-measure, figure of merit and 
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accuracy. Converting video sequences into different color spaces like HSV, LAB, and others can 

significantly improve the KFE performance. The work done in [10] converts the frame sequences 

into a summary space, which is a clustered space formed after application of deep features on the 

input frames. This summary space is an indicative of the temporal differences between the 

frames. The selected weighting method is used in order to find the most relevant frames using a 

frame thresholding technique. The proposed approach outperforms clustering based approach, 

dictionary-based approach and object-based approaches when applied on open video dataset and 

YouTube video datasets. Another review of KFE for 3D videos is described in [11], which 

indicates that the performance of SBD methods is better than any of the other methods. SBD and 

other approaches usually use feature mapping for the purpose of KFE, these features can be 

histogram, color maps, or complex SURF features. The SURF features outperform other feature 

vectors in terms of efficiency of key frame extraction. The work in [12] utilizes the concept of 

SURF for feature extraction, and validates that SURF outperforms other feature extraction 

methods for KFE. It is recommended that SURF features be combined with deep CNNs in order 

to evaluate their performance as an integrated KFE algorithm. Moreover, techniques like hash 

map can be utilized for the purpose of KFE as described in [13]. In [13], researchers have 

combined hash maps with a threshold-based classifier in order to find out the key frames from 

given video sequence. There is no comment on the statistical performance of this algorithm, and 

it is recommended that researchers must evaluate the performance of this novel method before 

using the same. Another adaptive clustering-based method is described in [14] that indicates that 

the performance of HSV with adaptive clustering is superior than others for KFE.  

 

Security in KFE has always been a secondary consideration parameter. But for highly secure 

applications like military and health care, it is required to have a certain level of security during 

KFE process. The work in [15] proposes the concept of video partitioning for securing KFE for 

industry standard MPEG video sequences. It again uses SBD for key frame extraction, but adds 

the concept of hashing and crypto-space operations for securing the KFE process. This method is 

able to reduce the video sequence length by more than 90%. News videos are usually long 

sequences that repeat information in a loop. The work done in [16] applies pixel difference 

between 2 consecutive frames in order to perform KFE. This pixel differencing technique is 

combined with text segmentation, and if the text values change, then the frames are marked as 

initial key frames. These initial key-frames are then given to a k-Means algorithm in order to find 

out the frame difference and finally obtain the key frames from the video sets. A similar work is 

performed in [17], that utilizes visual attention model and motion energy vectors to find out key 

frames. The visual attention model is devised using global similarity feature like color histogram, 

object shape, optical flow and other methods. Then PSNR values are evaluated in order to find 

out the frame similarity. Dissimilar frames are marked as initial key frames, and then are used for 

the second stage of processing. In the second stage, local similarity features are evaluated using 

Harris Corner Detection and optical flow. Based on these features, and a threshold detector the 

desired key frames are extracted. The results showcase that the proposed algorithm is able to find 

out key frames with more than 90% efficiency. Another color histogram-based method is 

proposed in [18], wherein the HSV model is combined with color space quantization, and a color 

histogram is evaluated. Then using Euclidean distance between the histograms of successive 

frames, the key frames are extracted. The results are evaluated on facial videos, and it is found 

that the rate of facial recognition improves by more than 10% when compared to other methods. 

A dictionary-based method is described in [19], wherein Latent Semantic Analysis (LSA) is 

applied along with high level detectors to evaluate key frames. Here, subtractive clustering is 

used in order to find out the most variant frames from the given set of input frames. The proposed 

work is able to improve the precision value to about 76%, which is low when compared to other 

methods like CNN. Thus, the LSA method can be integrated with other methods like CNN and 

deep CNN in order to improve the accuracy of KFE. In order to evaluate the performance of KFE 

methods, the work in [20-22] can be used, wherein different approaches like Pixel-Based, Block-
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Based, Histogram-Based and Clustering-Based are studied. They have also studied different 

performance metrics like precision, recall, f-measure, figure of merit, and accuracy. 

  

3. PROPOSED METHODOLOGY 
 

The proposed method is based on the concept of visual attention model evaluated over various 

color spaces, and then combines the motion vectors evaluated from these models to form an 

integrated vector. This vector is a combination of different motion vector fields, and is given to a 

convolutional neural network for final evaluation of key frames. The following diagram indicates 

the overall flow of the algorithm, 

 

 
 

Figure 2. Flow of the proposed system 

 

From the figure, the following flow of the system can be observed, 

 

 The input frames are given a color space conversion block, which coverts the frames into 

HSV, YCbCr and LAB color spaces [22] 

 Conversion into color spaces assists in finding out the variations in the color, texture and 

intensity of the image objects 

 These different color models are then given to a saliency map detection block, where the 

visual saliency map [23] is evaluated 

 This visual saliency map reduces those regions which are termed as backgrounds, and only 

foreground regions are extracted 

 Due to this, the redundancy in the images is reduced, and this also helps in further improving 

the selection of feature vectors from the images 

 Motion vectors [24] are evaluated from these saliency map images 

 These vectors are formed from the pixel differences between the frames, and therefore can 

identify parts of the frames that are either highly moving, moderately moving or sparsely 

moving 

 The motion vectors are evaluated for each of the saliency map frames, and the final motion 

vector is formed 

 This motion vector is given to a CNN model, that performs classification of the frames into 

key frames and non-key frames 

 The CNN model is trained using 200 different videos varying in terms of frame length, video 

content and frame size. Each of the videos have been taken from YouTube video dataset. The 

architecture of CNN can be seen from the following figure 3. In the architecture, convolution 

+ ReLU layers are combined with max pooling layers for feature extraction, then a fully 

connected ReLU layer is combined with a softmax layer for classification. The proposed 

classifier is compared with other state-of-the art methods, and the results are evaluated. These 

results are evaluated in terms of accuracy, precision, recall, f-measure, figure of merit and 

compression ratio. It is found that the proposed method outperforms other non-CNN based 
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methods by atleast 20% and it improves the efficiency of the CNN methods by 10% on an 

average. 

 

                                   
 

Figure 3. Used CNN architecture 

 

The result evaluation process is described in the next section. 
 

4. RESULTS 
 

We compared the performance of the proposed CNN-based hybrid visual attention model using 

motion vector KFE technique with other methods in terms of accuracy, precision, recall, f-

measure, figure of merit and compression ratio. The following results were obtained, 

 

Table 1. Proposed results 

 

Method 
Acc. 

(%) 

P 

(%) 

R 

(%) 
F 

CR 

(%) 
FOM 

PCC & CM [1] 85.0 82.0 78.0 80.0 80.0 0.8 

CHD & EHR [2] 91.0 90.0 93.0 91.5 76.0 0.9 

ED based DE [3] 86.0 84.0 86.0 85.0 85.3 85.3 

CNN [4] 94.0 91.0 83.0 86.8 89.3 88.8 

HSV & DPCA [5] 91.0 89.0 81.0 84.8 87.0 86.6 

ViBE & SuRF [6] 76.0 78.0 88.0 82.7 80.7 81.1 

ULBP [9] 79.0 79.0 81.0 80.0 79.7 79.7 

Summary Space [10] 83.0 84.0 86.0 85.0 84.3 84.5 

SuRF [12] 75.0 77.0 71.0 73.9 74.3 74.2 

Visual Attention with Sal Maps [16] 79.0 81.0 88.0 84.4 82.7 83.0 

Optical Flow [17] 84.0 85.0 86.0 85.5 85.0 85.1 

HSV with color space quant [18] 88.0 89.0 89.0 89.0 88.7 88.7 

LSA [19] 76.0 77.0 78.0 77.5 77.0 77.1 

Proposed [This] 98.0 97.0 94.0 95.5 96.3 96.2 
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From the table we can observe that the proposed system outperforms other state-of-the art 

methods by almost 20%. These tests were conducted on a large set of videos taken from the 

YouTube dataset, and each of the given algorithms were evaluated on the same dataset. The 

training set consists of 200 videos of different length, sizes and content, while the testing set 

consists of 300 videos varying in terms of length, sizes and content. It is found that the proposed 

algorithm performed very effectively in terms of all the parameters of evaluation. 

 

5. CONCLUSION 
 

From the results it is evident that the proposed model is better in terms of accuracy, precision, 

recall, f measure and compression ratio. These parameters are taken for more than 500 video 

sequences, and the final test was performed. This is due to the fact that the multi-colour saliency 

map when combined with motion vectors provides an effective feature vector for key frame 

extraction. This effective vector when combined with a high end complex classifier like CNN, is 

able to identify patterns for key frames, that are usually missed by linear classifiers. Due to this 

combination of effective segmentation, feature extraction and classification, the resultant 

algorithm is superior than other state of the art methods. Due to the use of CNN, the delay of 

training is very high (it took around 2 days for the model to get trained on a core i5 machine), 

thus we would recommend researchers to work on reducing the training delay for the system. 
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