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ABSTRACT 
 
The prevalence of cyberbullying toward minorities has been a global concern in the last decade. 

This concern reached a crescendo during the COVID-19 pandemic as many online users 

became more active on Twitter, using the social media to harass and threaten vulnerable 

groups. The after effects of COVID-19. Aside from the increase in technology use, there are 

other factors at play that are causing an increase in cyberbullying. For instance, when there is 

a major crisis like the one that COVID-19 brings, this puts everyone on edge, and kids are no 

exception. As a result, hostility toward others tends to increase along with self-preserving and 

self-defensive behaviours. 

 
 In this work, we proposed a novel framework to detect cyberbullying on Twitter. This 

framework combined the attention layer and the convolutional pooling layer to extract 

cyberbullying-related keywords from users’ tweets efficiently. We probed the effectiveness of the 

proposed model using 47000 labelled tweets, which were categorized into cyberbullying classes 

such as age, ethnicity, gender, religion, type of cyberbullying, and non-cyberbullying.  

 
In this research we used two sets of combinations. In the first part we used the combination of 

CNN and ML models. In this structure we used convolutional layers as feature extractor and 

then we used ML models such as RF and LR , CNN-XGB, CNN-LSTM, CNN attention for 

classification. 
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1. INTRODUCTION 
 

Billions of online users rely on Twitter to share their opinions, amplify great ideas, and provide 

support to their mentors or followers [1]. However, this free-speech privilege on this social-

networking platform allows anyone to hurl abuse and verbally attack the personalities of other 

users who espouse certain beliefs or belong to a minority group [2]. Cyberbullying reached its 

boiling point on social media following the emergence of the COVID-19 pandemic [3]. During 

this period, many people stayed at home and used the opportunity to directly or indirectly bully 

others on Twitter. Reports suggest that a significant number of minority groups on Twitter 

experienced various forms of cyberbullying, ranging from cyberstalking, harassment, exclusion to 

fraping [4]. Victims of cyberbullying have been reported to demonstrate signs of depression and 

self-harm. Helping minority groups address cyberbullying requires an efficient automated method 

of detecting cyberbullying posts on Twitter. 

 

https://airccse.org/journal/ijci/Current2023.html
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Machine learning used to collect data and find patterns between online conversations which may 

lead to offence and criminal and that will help to stop crims before it happened.  

 

Over the years, artificial intelligence (AI) has demonstrated promising applications for 

cyberbullying detection and avoidance [5, 6]. Deep Learning (DL), a subcategory of machine 

learning (ML) algorithms, can be used to investigate datasets by stacking various artificial neural 

units to extracted features [7]. Models based on DL deeper have been used to extract 

sophisticated information [4]. However, such models increase the chance of problems like 

vanishing gradient descent and overfitting [8]. 

 

The difference between Machine learning for cyber bullying and machine learning approach of 

text analysis in twitter. Machine learning is the technique that learns from several data and builds 

up a model that automatically classifies the specific action. It helps to detect language patterns 

and generate cyberbullying detection models. One of the most popular sub-field in this field is 

text analysis [48].  

 

In this work, we proposed a model to extract relevant cyberbullying-related texts on Twitter by 

combining the attention layer and the convolutional layer. The pre-processing process involved 

the removal of punctuation, Ascii characters, stop words, emojis and hashtags. We used 

lemmatisation to extract the roots of each word and employed TF-IDF procedures to convert the 

contextual information to numerical values. For efficient usage of extracted features, we 

employed principal component analysis (PCA) as a dimensionality reduction technique. The 

effectiveness of the proposed new model was assessed using 47000 labelled tweets, which were 

categorized into cyberbullying classes such as age, ethnicity, gender, religion, type of 

cyberbullying, and non-cyberbullying. Experimental results indicated a 97.10% accuracy and a 

97.12% F1-score in terms of classifying tweets into the aforementioned cyberbullying groups. We 

compared the performance of the proposed with the ML model, DL model and both models. Data 

analysis indicated that the performance of our model was superior to that of the ML model, the 

DL model, or the combined models. 

 

1.1. Contribution 
 

Experimental results indicated a 97.10% accuracy and a 97.12% F1-score in terms of classifying 

tweets into the a fore mentioned cyberbullying groups. After comparing the performance of our 

proposed model with that of the ML model, the DL model, or the combined models, we found 

that the proposed model extracted the most important keywords in the tweets and ignored 

information unrelated to cyberbullying. Our findings revealed that cyberbullying detection on 

Twitter could be achieved more efficiently using a self-attention convolutional neural network.  

 

2. RELATED WORKS 
 

A tweet is a 140-character message posted by a user on Twitter. People from any background can 

create an account on this social-networking site and share their opinions, thoughts, or beliefs 

about certain religious, political and global issues. In such an environment, information sharing is 

common. The cyberbullying tweet posted by one person can be retweeted by others. This 

capability allows all forms of hate, fear, discrimination, or harassment to spread faster on the 

platform. The ML model or the DL model has been used in recent years to detect cyberbullying 

posts and remove them altogether from the platform [9]. The growing popularity of the DL model 

is because it uses a graphics processing unit (GPU), which allows process computations with a 

large number of parameters quickly and efficiently [10].  
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Copious amounts of research on cyberbullying detection have been performed using ML and DL 

models. For instance, Gradi et al. [11] used an ML model to detect criminal and bullying 

activities on Twitter. They analysed tweets collected from the Twitter API and reported an F1-

score of 0.936 and the area under receiver operating characteristic curve (ROC) curve to be 0.943. 

In another research, Mahor et al. [12] developed a new framework for detecting the cyber-attacks 

in Cyber Crime Hub India using libSVM [13]. Their model employed support vector machine 

(SVM) classification, and data analysis showed an accuracy rate of 97.12% using libSVM to 

detect criminal activities on the cyberspace. In contrast, Zhang et al [14] investigated 

cyberbullying in Japanese culture. They evaluated various ML and DL algorithms such as SVM, 

multi-layer perceptron (MLP) AdaBoost (Adaptive Boosting) [16] to detect hostile behaviours on 

Twitter. After collecting and analysing 2,349,052 tweets, they identify cyberbullying-related 

activities with 93.4% accuracy. 

 

Furthermore, Sadineni et al evaluated different ML techniques for detecting spammers on 

Twitter. The researchers used an already available dataset in Kaggle to evaluate the performance 

of ML models such as SVM, Naïve Bayes [18], and Random Forest (RF) [19]. They reported an 

accuracy of 73% and 96% in detecting spammers and non-spammers, respectively. According to 

their conclusion, RF performed better than others in detecting spammers, while SVM and RF 

performed better than Naïve Bayes in detecting cybercrime. Al-Ajlan and Ykhlef [20] presented a 

new hybrid DL model to solve the problem of extracting features on Twitter. The investigators 

employed a convolutional neural network (CNN) to extract semantic meaning from input words 

individually. This structure presented the tweets as a set of word vectors. They concluded that 

feature extraction and selection phases could be eliminated with the use of proposed structure. To 

detect hatred and cyberbullying content on Twitter, Febriana and Budiarto [21] collected 1 

million tweets in Indonesia language from Twitter. Data analysis indicated a 83.5% accuracy rate 

for the detection of hatred and bullying tweets. In another research, Balakrishnan et al used RF 

models to identify cyberbullying behaviours on Twitter. They proposed to find users’ hostile 

behaviours by finding a link between personality traits and cyberbullying activities. They reported 

a 96% precision rate and a 95% recall rate in terms of identifying bullies on the platform.  

 

Recently, scholars have employed sophisticated models to detect cyberbullying on social media 

platforms. For example, Yi et al [23] used the generative adversarial network to synthesise new 

information and augment input datasets. The researchers took advantage of the long short-term 

memory (LSTM) [24] units to capture time-related dependencies from texts. They also employed  

MLP (2 hidden layers) as classifiers and reported an F1-Score of 0.88 following the detection of 

cyberbullying activities on Twitter. The exploitation of memory units to extract features from the 

input texts are common due to the textual and time-dependent relation between tweets. Murshed 

et al [25], for instance,combined Elman-type recurrent neural networks (RNN) with fine tuning 

technique with the name of dolphin echolocation algorithm to detect the cyber bullying activities. 

After evaluating the proposed model using 10000 tweets, they found a 90.45% accuracy, 89.52% 

precision, 88.98% recall, and 89.25% F1-score for cyberbullying detection. They concluded that 

the proposed algorithms performed better than LSTM, SVM, MNB, and RF. 

 

Some scholars incorporated visual data into their cyberbullying detection studies. For instance, 

Qiu et al. [26] proposed a cyber detection system which uses the texts, images, and meta-

information from Twitter. The investigators employed MLP as the classifier as well as CNN [27] 

and tensor fusion to extract features from images and texts. They reported an accuracy rate of 

93% and concluded that their proposed work outperformed similar models by 6.6%. In their 

work, Monner et al. collected 37,373 unique tweets from Twitter to identify the cyberbullying 

activities using different machine learning models such as AdaBoost, Naive Bayes, logistics 

regression (LR) and SVM. They reported 90.57% accuracy in terms of detecting cyberbullying 

activities with LR. Table 1 illustrates a summary of recent cyberbullying detection studies. 
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Table 1. Recent published research for cyberbullying detection. 

 
Author Year Model Accuracy F1-Score 

Febriana and Budiarto[21] 2019 Latent Dirichlet Allocation 

(LDA) 

83.5 - 

Gradi et al. [11] 2016 LR - 0.936 

Mahor et al. [12] 2021 SVM 97.12 - 

Mmonner et al. [28] 2020 LR 90.75 - 

Murshed et al. [25] 2022 Elman type RNN 90.48 0.89 

Qiu et al. [26] 2022 CNN 93 - 

Sadineni et al. [17] 2020 RF 84.5 - 

Yi et al. [23] 2022 Generative Adversarial 

Network (GAN) 

- 0.88 

Zhang et al. [14] 2019 LR 93.4 - 

 

3. METHODOLOGY 
 

In this work, we used the UNICEF dataset published on April 15, 2020. The dataset contained 

issues concerning cyberbullying during the COVID-19 pandemic [29]. The data collected 

consisted of 47000 tweets, and they were categorized into six classes: age, ethnicity, gender, 

religion, type of cyberbullying, and non-cyberbullying. Due to the problem of imbalance 

distribution, the dataset for each class was adjusted to contain 8000 instances. The distribution of 

each class is shown in Figure 1. Data analysis revealed that at least 36.5% of middle and high 

school students experienced cyberbullying treatment, while 87% had observed cyberbullying. 

Tweeted messages were captured using keywords such as women, Muslims, African Americans, 

and people with disabilities.  

 

 Religion  Age  Gender  Ethnicity  Other Cyberbullying  Not Cyberbullying 

 

 
 

Figure 1. Label distributions of each class in the dataset. 

 

3.1. Pre-Processing 
 

Each tweet contained punctuation’s sign, emoji, and other nondialectic information. These 

irrelevant details were removed from the input texts using a pre-processing technique.  
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Elimination 

 

First, we eliminated the new lines and combined all the sentences into one text. After that, we 

removed all links-related signs such as “(?:@—https?://)§+”. Most tweets contained expressing 

emotions in the form of ASCII characters. To clean up the data, we removed these characters 

from the tweets. Next, we expunged all punctuation marks from the tweets. After prepossessing 

textual information, we eliminated all emojis from the texts, including stop words in the English 

language that contained information irrelevant to the texts. Finally, we removed words in the 

tweets compromising of more than 16 characters. These steps helped produced pure texts. 

 

Lemmatisation: 

 

We employed lemmatisation to extract features from the text. Lemmatisation in linguistics is the 

classification of inflected forms of a word into groups so that they can be evaluated as a single 

item. This process was instrumental in breaking down words into their roots [30]. To use Twitter 

data in DL and ML algorithms, they must first be converted to numerical values. In this research, 

we used the Term Frequency-Inverse Document Frequency (TF-IDF) to convert textual 

information into numerical values by checking how many times a word appears in a document 

[31]. 

 

Dimensionality Reduction 

 

After converting the processed information to numerical values, we employed a dimensional 

reduction technique to specify the most important. One of the main techniques for choosing the 

best set of features is PCA [32]. PCA identifies the axis that accounts for the largest amount of 

variance in the training set. Also, it finds a second axis that accounts for the largest amount of 

remaining variance. There is a standard matrix factorisation technique called Singular Value 

Decomposition (SVD), which decomposes the training set matrix X into the matrix multiplication 

of three matrices, one of which contains all the principal components being examined. The 

mathematical representation of PCA techniques is as follows: 

 

𝐴𝑛∗𝑝 = 𝑈𝑛∗𝑛 ∗ 𝑆𝑛∗𝑝 ∗ 𝑉𝑝∗𝑝
𝑇  (1) 

𝑈𝑛∗𝑛
𝑇 ∗ 𝑈𝑛∗𝑛 = 𝐼𝑛∗𝑛 (2) 

𝑉𝑝∗𝑝
𝑇 ∗ 𝑉𝑝∗𝑝 = 𝐼𝑝∗𝑝 (3) 

 

The datasets were divided into two groups: training and testing datasets. Approximately 70% of 

the datasets were for training, while the remaining 30% was for testing. A summary of all pre-

processing and feature extraction processes is shown in Figure 2. 



 

International Journal on Cybernetics & Informatics (IJCI) Vol. 12, No.1, February 2023  

70  

 
 

Figure 2. Architectures of pre-processing and feature extraction. 

 

3.2. Proposed Model 
 

Our proposed model was an extension of models developed in previous research [33]. We 

proposed a combination of convolutional and attention layers to extract proper features from a 

long sequence of tweets. 

 

A. Input Layer 

 

The input layer acts as the first layer in the architecture where the processed tweets are 

fed to the network. 
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B. Embedding layer 
 

The second layer in the architecture is the embedding layer which converts the input text into real 

time vector representation. 

 

3.2.1. Convolutional Layer 
 

The third layer is the convolutional layer to extract information with different stages of learning. 

Neurons in the first convolutional layer were not connected to every single value on the input text 

sequence. The first layer of convolutional layers extracted simple structures from a long sequence 

of information. As the structure of CNN became intertwined and complex, the relation between 

close words was extracted [34]. In each CNN layer, the top layer was connected only to neurons 

located within a small rectangle in the previous layers. This architecture allowed the network to 

concentrate on small low-level features in the first hidden layer and then assemble them into 

larger higher-level features in the next hidden layer.  

 

The proposed model used a one-dimensional convolution layer (Conv1D) to convolve the input. 

The kernel size of the convolutional layer required 5 and 3 scales as the channel sizes 

convolutions increased gradually from 3 to 32. To ensure proper circulation of forward signals in 

the proposed model, we placed the batch normalization layer between the convolutional layers 

[35]. Rather than using a pooling layer to decrease the length of extracted information, we used 

the Conv1D with a stride of 2 and kernel size of 2 [36]. The Rectified Linear Unit (ReLU) was 

used as the activation function. The mathematical structure behind the proposed model is 

explained as follows.  

 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 = ∑ ∑ 𝑊𝑓,𝑘. 𝑋𝑖,𝑗

𝑘−1

𝐾=0

𝑓−1

𝑓=0

 

(4) 

 

Given the sets of input feature set as {𝑋1, 𝑋2 … . 𝑋𝑛}, the convolutional layer extracts the feature 

map using random sets of weight {𝑊1, 𝑊2 … . 𝑊𝑛}, where 𝑘 is size of the receptive field, 𝑓 is the 

number of feature maps in the previous layer. The output of convolutional (𝑂𝑐) layer enters the 

batch normalization. The average and standard deviations of the convoluted layer are denoted by 

𝜇 and 𝜎, while the output of the batch normalization layer (𝑂𝑏) is represented as follows: 

 

𝑂𝑏 = 𝛼 ⊗ 
𝑂𝑐 − 𝜇

√𝜎
+ 𝛽 

(5) 

 

where 𝛼 and 𝛽 are output scale parameter and output shift (offset) parameter for the convoluted 

layer. To avoid further overfitting, we utilized the dropout layer [37]. By using the convolutional 

block, the proper feature sets were extracted from textual sequence. 

 

3.2.2. Attention Layer 
 

The fourth layer is Attention layer. As the number of convolutional layers in the model increased, 

the size of the extracted features decreased, and the number of extracted feature maps increased. 

With increasing depths of the CNN, models would ignore important extracted features during the 

earliest stage of classification. In order to magnify and remember important extracted 

information, we used the attention mechanism. The attention layer converted the extracted 

features into a form of context vector and then calculated the alignment factor to emphasize how 

much extracted features to consider in calculating the output.  
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In this work, the extracted features of two consecutive convolutional blocks were imported to the 

attention layer. The process of calculating the context vector and importance vector of the 

attention layer is shown in Figure 3. This final feature representation was fed to an attention layer 

to choose which features were required for final classification. As shown in Figure 3, we used the 

Conv1D to combine the extracted features and calculate the context. However, point-wise 

multiplication was employed to calculate the hidden context representation and combine the 

extracted features. To calculate the attention coefficient, we sampled the hidden context and used 

point-wise multiplication to calculate the attention output. By utilizing the attention layer, the 

model learned to emphasize important words in the tweets. For instance, in a sentence such as” 

Although the COVID-19 is a virus, it has synthesized on a lab. Conspiracy Theory”, the Attention 

mechanism gave more weight to “Conspiracy” than “virus”. This strategy is very effective in 

identifying input keywords in long sentences. 

 

3.3. Classifier 
 

As for the classifier, we used the multilayer perceptron (MLP) with low hidden dense layers and 

one output layer. The number of neurons in the first and second dense layers was 16 and 8, 

respectively. For the last layer, we used 6 neurons, which is equal to the number of classes. The 

structure of the proposed model is shown in Figure 4. 

 

3.4. Comparison Models 
 

We compared the proposed model with already available models such as LR, RF, and Extreme 

Boost Classifier (XGB) [39]. These classifiers have been used to investigate various features of 

input tweets. Although LR is primarily used with binary variables, the technique can be extended 

to situations involving outcome variables with 3 or more categories [40]. RF is a supervised 

ensemble learning method that has a different use for classification and regression tasks [41]. The 

RF algorithm consisted of different decision trees algorithms. The ‘forest’ generated by the 

random forest algorithm is trained through bagging or bootstrap aggregating. RF establishes the 

outcome based on the predictions of the decision trees. It predicts by taking the average or mean 

of the output from various trees. 

 

XGB is another supervised learning algorithm that uses the boosting strategy to train inside trees. 

In boosting, the trees are built sequentially such that each subsequent tree reduces the errors of the 

previous tree. Each tree learns from its predecessors and updates the residual errors. Hence, the 

next tree in the sequence will learn from an updated version of the residuals. The base learners in 

boosting are weak learners in which the bias is high, and the predictive power is just a little better 

than random guessing.  
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Figure 3. Architectures of pre-processing attention layer. 

 

Classifiers can be combined with DL networks rather than using them individually or in a simple 

form. In this work, we used the first part of the proposed model as the feature extraction. Rather 

than using the MLP as a classifier, we used the LR, RF, and XGB classifiers. Using these 

structure overfittings, models could benefit from the proper extracted features like MLP models. 

We compared our proposed model with other models and used grid search to specify the 

hyperparameters of these ML models [42]. The memory unit networks have shown promising 

results for extracting features from contextual sequence of texts [43]. Hence, we added the two 

LSTM layers with 32 units each to evaluate the performance of CNN- attention as well as LSTM. 

While each of the proposed structures in this section utilized the extracted features, we 

investigated structures that have shown different behaviours in terms of cyberbullying detection. 

 

4. EXPERIMENTAL RESULT 
 

In this research, we proposed a DL model that combined the attention layer and the convolutional 

pooling layer to extract cyberbullying-related keywords from users’ tweets efficiently. The 

proposed model was trained using a Nesterov Adam optimizer with an initial learning rate equal 

to 0.001 [44]. We set the batch normalization to 128 and trained the model for 1000 epochs. To 

avoid unnecessary training procedures and overfitting problems, we used an early stopping 

technique that interrupt training procedure after 100 epochs. We set a scheduled learning 
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procedure to train the model properly and decrease the learning rate three times if the training 

procedure failed to progress.  

 

The best proper hyperparameters for LR are as follows: penalty=’l2’, max-

iter=1000,C=1,solver=’lbfgs’. For the RF best sets of hyperparameters are as follows: max-

depth= 110, max-features= 1,min-samples-leaf= 1,min-samples-split= 5,n-estimators= 50. The 

best sets of features for XGB are listed as follows: n-estimators=80,max-depth=20, and learning-

rate=0.9. The detailed result with each model is shown in Table 2. As shown in Table 2, the 

proposed model outperformed ML models and other models. The combination of CNN as the 

feature extractor and ML models as classifiers increased the potential performances of the ML 

models. We calculated the confusion matrix for the proposed work to investigate the obtained 

result. 

 

 
 

Figure 4. Architectures of whole proposed model. 
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Table 2. Performance result of each model. 

 
Model Name Test Accuracy 

(%) 

Train Accuracy 

(%) 

F1-Score (%) Recall (%) AUROC 

LR 84.35 88.46 84.05 84.32 0.97 

RF 45.75 50.45 45.14 45.75 0.79 

CNN+LR 84.85 86.32 84.81 84.83 0.98 

CNN+RF 94.37 99.21 94.40 94.28 0.99 

CNN+XGB 81.45 99.24 81.48 81.42 0.91 

CNN+LSTM 80.56 90.26 80.92 78.56 0.91 

Proposed Model 97.10 98.48 97.12 97.01 0.99 

 
Table 3. Comparison of proposed model with similar work for cyber bullying detection. 

 
Author Model’s Name Accuracy (%) F1-score (%) 

Yi et al. [23] GAN - 88 

Murshed et al. [25] Elman type RNN 90.48 0.89 

Qiu et al. [26]. CNN 93 - 

Bharti et a.. [25] LSTM 92.60 94.20 

Alotaibi et al. [46] LSTM-Attention 87.99 89 

Sadiq et al. [47] CNN-LSTM 92 - 

Proposed model CNN-Attention 97.10% 97.12% 

 

5. DISCUSSION 
 

In this research, we proposed a combination the attention layer and the convolutional pooling 

layerfor cyberbullying detection. The proposed model gradually increased the number of 

extracted feature maps and decreased the length of extracted features. It also revealed the 

importance of the extracted features in each sequence of sentences. Data analysis indicated that 

the accuracy of our model was greater than that of ML and DL models. Our proposed mode 

mitigated the effect of overfitting. Moreover, the distance between the training and testing 

accuracy was lower than that of other models. As illustrated in Table 3, our proposed methods 

showed superiority to recently published DL models for cyberbullying detection.  

 

One of the main achievements of the proposed model was distinguishing different classes of 

cyberbullying. Our proposed model used the convolutional layer as the pooling layer; thus, it did 

not decrease the length of extracted information without learning. Other DL models do not have 

this advantage. If keywords from the tweets are eliminated, then the attention layer cannot 

emphasize the importance of the words. In terms of performance, the combination of the attention 

layer and the convolution pooling layer outperformed other models. As for the classifier side, the 

proposed model failed to use a very deep and dense MLP. This structure helped the model to 

mitigate the effect of overfitting. In the future, we aim to evaluate the accuracy of the proposed 

model using other social media platforms like Instagram and Facebook.  

 

6. CONCLUSION 
 

In this work, we proposed a novel model in which both the attention layer and the convolutional 

pooling layer were used to extract cyberbullying-related keywords from users’ tweets. We 

collected 47000 tweets and categorized them into six cyberbullying classes: age, ethnicity, 

gender, religion, type of cyberbullying, and non-cyberbullying. Data analysis indicated a 97.10% 

accuracy and a 97.12% F1-score in terms of classifying tweets into these six cyberbullying 
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groups. On average, the accuracy of the detection rate of the model was 97. 5%. Our model 

outperformed similar models proposed in previous research. Overall, this result revealed that 

cyberbullying detection on Twitter could be achieved more efficiently using a self-attention 

convolutional neural network.The futurework of the model would be to detect Cyberbullying in 

real timedata. 
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