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ABSTRACT 
 
AdversLLM is a comprehensive framework designed to help organizations tackle security 

threats associated with the use of Large Language Models (LLMs), such as prompt 

injections and data poisoning. As LLMs become integral to various industries, the 

framework aims to bolster organizational readiness and resilience by assessing 

governance, maturity, and risk mitigation strategies. AdversLLM includes an assessment 

form for reviewing practices, maturity levels, and auditing mitigation strategies, 

supplemented with real-world scenarios to demonstrate effective AI governance. 

Additionally, it features a prompt injection testing ground with a benchmark dataset to 

evaluate LLMs' robustness against malicious prompts. The framework also addresses 

ethical concerns by proposing a zero-shot learning defense mechanism and a RAG-based 

LLM safety tutor to educate on security risks and protection methods. AdversLLM provides 

a targeted, practical approach for organizations to ensure responsible AI adoption and 
strengthen their defenses against emerging LLM-related security challenges. 

 

KEYWORDS 
 
Large Language Models, Natural Language Processing, Prompt Injections, Responsible 

AI, AI guardrails 

 

1. INTRODUCTION 
 

Today, the impact of generative AI is reshaping industries with technology perceived as a 

transformative force. In the financial sector, Natural Language Processing (NLP) tasks are 

limitless, with sentiment analysis, classification, Name Entity Recognition (NER) at the forefront 
[1, 2]. When it comes to LLMs, BloombergGPT is a 50 billion parameter language model that is 

trained on a wide range of financial data. It is based on Bloomberg’s extensive data, resulting in a 

363 billion token dataset. Furthermore, augmented with 345 billion tokens from general purpose 
datasets, it is arguably the largest domain-specific LLM yet [3]. By leveraging the sophisticated 

natural language processing capabilities of LLMs, financial institutions are not only streamlining 

their operations but also redefining the customer experience through personalized and responsive 
service offerings. The integration of these advanced models into financial services is emblematic 

of the broader implications and potential of LLMs to reshape the digital economy. 
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As an organization riding high on the potential of LLMs, it is imperative to address the inherent 
risks and ethical considerations associated with their deployment. From a generated content 

perspective, LLMs can pose a big threat as these models are able to perpetuate discrimination, 

hate speech, misinformation and even endorse abusive and violent actions [4]. From a privacy 

perspective, LLMs can be directly or indirectly manipulated into disclosing personal information 
and users’ info resulting from data leakage [5]. Moreover, the phenomenon of prompt injections - 

where unintended commands or data can be embedded within inputs to manipulate an LLM's 

output - has raised significant security concerns. Prompt injection can be as subtle as adding an 
affirmative token at the end of the prompt, or more complex via optimized suffixes that maximize 

the probability that the model produces an affirmative response to a malicious input [6, 7]. On the 

other hand, surveys show that many organizations and leaders are overconfident in their 
assessment of organizational readiness in AI. More importantly, there is also a big gap between 

the adoption of these technologies and the application of tangible policies to govern, assess 

maturity and readiness and measure/mitigate their risks. Currently, there is a lack of frameworks 

to ensure that the content generated by AI systems is accurate, trustworthy and transparent [8]. 
 

In this work, we introduce a comprehensive framework designed to help organizations assess the 

governance, maturity, monitoring and mitigation policies regarding LLM-based applications and 
related security threats, particularly focusing on prompt injections. This work extends our 

previous contributions, related to the assessment of adversarial attacks against NLP models, 

specifically in classification tasks [9]. Drawing from cutting-edge practices and our expertise in 
assisting major financial services companies with the implementation of their AI systems, the 

framework has two facets: firstly, a detailed question and answer survey investigating and 

scoring the level of implementation of policies related to the governance, maturity, monitoring 

and mitigation of LLM risks and particularly prompt injections. Secondly, our framework aims to 
increase the maturity and awareness section of the assessment with a Retrieval Augmented 

Generation (RAG) application, utilizing curated documents to inform and educate about prompt 

injections, red teaming tactics, and defensive measures. Moreover, we showcase a prompt 
injection playground — a testing environment where AI applications built on top of open-source 

and commercial LLMs are exposed to a dataset of malicious prompts, which is further enriched 

with attacking techniques, such as appending affirming messages. Finally, the accelerator 

solution presents a user-centric approach employing zero-shot learning to filter malicious text 
from both input and output. This multi-faceted contribution aims to bolster maturity and 

awareness in handling LLM risks, providing a practical and accessible guideline that bridges the 

gap between the contributions in the state of the art and the technology adoption requirements. 
 

2. RELATED WORKS 
 

The security of (applications built on top of) LLMs has become an increasingly critical area of 

research, driven by the need to understand and mitigate various risks associated with these 
models. Key frameworks such as the MITRE ATLAS and the OWASP Top 10 provide 

documentation and real-world insights aiming to educate individuals and organizations about the 

potential security risks related to AI systems. 

 

The MITRE ATLAS (Adversarial Threat Landscape for Artificial-Intelligence Systems) matrix 

is an extensive framework that maps out the progression of tactics and techniques used in 
adversarial attacks on machine learning (ML) systems. Adapted from the well-known MITRE 

ATT&CK framework, ATLAS organizes ML attack techniques into categories such as 

reconnaissance, execution, persistence, and exfiltration. This organization aids in understanding 

how adversaries exploit various ML techniques, thereby helping to identify and mitigate potential 
vulnerabilities within AI systems [10]. 
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OWASP Top 10 for Large Language Model Applications project aims to educate developers, 
designers, architects about the potential security risks when deploying and managing LLMs. The 

OWASP Top 10 list provides the ten most critical vulnerabilities often seen in LLM applications. 

For each vulnerability, the potential impact, ease of exploitation, and prevalence in real-world 

applications is highlighted. Examples of vulnerabilities include prompt injections, data leakage, 
inadequate sand boxing, and unauthorized code execution, among others. Their mission is no to 

only raise awareness of these vulnerabilities, but to also suggest remediation strategies, with the 

goal improve the security posture of LLM applications [11].  
 

Prompt injection remains one of the most pressing concerns in LLM and their applications 

security. This attack involves manipulating inputs to elicit harmful outputs from the model. The 
ArtPrompt jailbreak attack exploits the limitations of LLMs in recognizing ASCII art. A 

malicious user can initiate ArtPrompt through a two-step process. In step I, ArtPrompt identifies 

words within a prompt that might trigger rejections from the LLM. In step II, it creates a series of 

cloaked prompts by visually encoding these words using ASCII art. These cloaked prompts are 
then sent to the target LLM, resulting in responses that achieve the malicious user’s objectives 

and induce unsafe behaviours from the LLM [7]. Moreover, authors in [12], have shown that 

inducing objectionable behaviour in language models can be achieved by prompting the model to 
produce even a few affirmative tokens in response to a harmful query. Targeting the start of the 

response in this manner directs the LLM towards its question answering alignment and away 

from the safety alignment, with the objectionable content generated as a result. Meanwhile, 
researchers in [6], demonstrate the effectiveness of universal and transferable adversarial attacks 

on aligned language models. They optimize adversarial suffixes to be added to prompts and 

leverage gradients at the token level to identify a set of promising single-token replacements. 

They employ a greedy gradient-based method to identify a single suffix string capable of 
inducing negative behaviour across various user prompts and three different models. 

 

Red teaming is an assessment process designed to uncover potential weaknesses in being 
capable to act on the model input. In context of LLMs, this process is also known as jailbreaking, 

and it involves pushing a language model beyond its safety parameters. Instances such as the 

2016 release of Microsoft’s Chatbot Tay and the subsequent Bing Chatbot Sydney highlight the 

catastrophic consequences that can arise from insufficiently testing an ML model’s robustness 
through red teaming [13]. Prior work relies on human annotators to generate test scenarios [14, 

15]. Other contributions suggest leveraging LLMs to aid in building test cases, generating test 

inputs using an LLM itself, and using a classifier to detect harmful behaviour on test inputs [5]. 
The insights gained from red teaming exercises are typically utilized to refine the model, 

reducing the likelihood of harmful outputs and guiding it towards more acceptable responses.  

 
Despite increasing awareness of the risks associated with LLMs, current research contributions 

and frameworks focus either on the art of prompt injections or high-level descriptions. However, 

organizations remain under-prepared both in terms of understanding the important of the threat 

and the required mitigation effort. Moreover, the scarcity of up-to-date datasets for testing, user-
friendly tools for non-experts, and established frameworks for assessing organizational readiness 

further amplify the challenge. Addressing these gaps, AdversLLM is a multifaceted framework 

that includes a detailed assessment of organizational readiness and maturity regarding the 
security risks of LLM based AI applications, a technical solution for measuring the impact of 

prompt injections across different LLMs, and a continually updated dataset of malicious prompts. 

We also present AdversLLM Expert, a RAG application to educate non-experts on prompt 
injection, red teaming, and defense methodologies, alongside a zero-shot learning solution that 

enables companies to filter out malicious inputs and outputs. To the best of our knowledge, this is 

a novel initiative driven from both research contributions and experience gained by assisting 
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implementing AI systems at major financial services companies, fostering a deeper understanding 
and enhanced security posture for organizations leveraging LLM technology. 

 

3. ADVERSLLM: A GUIDE FOR GOVERNANCE, MATURITY AND RISK 

ASSESSMENT 
 
In this section, we highlight the scoring grid of AdversLLM, aiding to evaluate an organization’s 

readiness adopting and managing LLM-application life cycle. This framework is inspired by 

emerging regulations (i.e., AI Act [16]) and best practices in AI governance. Moreover, it 

encompasses feedback and stress points from our expertise supporting various financial 
institutions implementing multiple AI use cases including LLM-based applications. 

 

3.1. Overview 
 

One of the primary motivations for creating this framework is the lack of comprehensive 

guidelines that help organizations prepare and equip their teams with the right policies and 
procedures to complement their AI related technical expertise. While many organizations possess 

advanced technical capabilities, they are often at early stages when it comes to AI governance, 

upgrading model risk management, and compliance processes. This framework is a starting point 
into addresses this gap, focusing on the governance aspect for LLM-based implementations, 

providing a structured approach that integrates regulatory requirements, best practices, and 

practical insights from real-world expertise. The AdversLLM framework covers multiple 

practices and topics related to the usage of LLMs and related risks (particularly, prompt 
injections), the key sections can be described as follows: 

 

– Governance: establish a structured and accountable framework for managing the use of 
LLMs within the organization. 

– Maturity: assess and enhance the organization’s maturity in integrating LLMs into its 

processes, ensuring robust risk management and continuous improvement. 

– Monitoring: implement continuous measuring and evaluation mechanisms to assess the 

effectiveness of LLM-related security measures and overall performance. 

– Mitigation: implement technical controls and processes to mitigate risks associated with 
LLMs, ensuring robust security and compliance. 

 

Table 1 illustrates further details of each section and related practices, each practice contains 
specific questions that address critical aspects of LLM implementation and management, 

ensuring that organizations not only comply with current regulations but also adopt industry 

leading practices for LLM adoption, governance and risk management. The AdversLLM 

assessment framework utilizes a scoring system to evaluate organization’s readiness and maturity 
in adopting LLMs. Each practice within the framework is scored on a scale from 0 to 5, where (0: 

No implementation or recognition of the practice and 5: Full implementation with continuous 

improvement processes.). The scoring map helps pinpoint specific pain points and vulnerabilities 
within the organization’s AI governance and security framework. Identifying these areas is 

crucial for developing targeted strategies to enhance policies, procedures, and technical measures. 

This focused approach ensures resources are allocated efficiently to areas that will significantly 
impact the overall security and effectiveness of LLM implementations. 

 

3.2. Real-World Scenarios 
 

In this section, we delve into a practical application of the AdversLLM assessment framework, 

with a comparison centered on two anonymous companies (Company A and Company B). These 
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two entities exemplify what we commonly observe in the financial sector. By scoring each 
company across key sections of governance, maturity, measurement, and mitigation, we aim to 

highlight the strengths and weaknesses in their LLM adoption strategies. This comparison will 

shed light on critical areas for improvement and demonstrates how robust governance, mature 

practices, continuous monitoring, and effective mitigation strategies are vital for managing the 
risks associated with LLMs. The insights gained from this analysis can serve as a guide for other 

organizations to benchmark their own practices and enhance their readiness in adopting LLM 

technologies. The two companies operate in the financial sector and have a different level of 
adoption of LLMs. In financial services, generative AI is not only used to automate tasks and 

increase productivity, but also to enhance customer experience, improve decision-making 

through advanced analytics, detect and prevent fraud, and develop innovative financial products 
and services. A few examples of use-cases: customer service chat-bots, transcribing phone calls 

and automating compliance checks or summarizing financial reports and cross mapping with 

real-world web feedback on stock market. 

 
In Table 2, we summarize the comparative analysis between Company A and B, with the key 

points deducted from the overall questionnaire of each practice and used to derive key lessons 

learned (please refer Figure 7. in the appendix for the scoring map). In terms of governance, we 
can see clearly that a comprehensive governance structures and clear policies are foundational to 

managing LLM risks. As Company B’s well-defined policies and regular training programs 

resulted in better preparedness and risk management compared to Company A. To foster maturity 
practices, a regular risk assessments and integration with Software Development Life Cycle 

(SDLC) processes are crucial for proactive risk management. The comparative analysis indicates 

that Company B conducts regular risk assessments and has a tested incident response plan, which 

makes them more resilient to potential threats than Company A. Meanwhile, when it comes to 
monitoring and proactive detection as part of red teaming activities, detailed performance metrics 

and reporting are essential for maintaining security of LLM applications and effectiveness. A 

clear example is how Company B’s continuous monitoring and regular reporting help in quickly 
identifying and mitigating issues, whereas Company A’s limited monitoring leaves them 

vulnerable. Lastly, implementing robust technical controls and regular third-party assessments 

can significantly enhance security and mitigation aspects with practices like systematic patch 

management and regular third-party assessments ensuring that the LLM systems are more secure 
against vulnerabilities. 

 

This work can be a starting point, organizations can benchmark their current policies against best 
practices, identify gaps, and implement improvements to enhance their LLM adoption and risk 

management strategies. 
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Table 1.  AdversLLM Assessment Framework: Overview (non-exhaustive list) 

 
Practice Topic Scope Best Practice 

Governance 

Policy and 

Procedure 

Formalized policies governing the use 

of LLMs (e.g., prompt injection, data 

manipulation and sensitive information 

protection). 

Well-documented 

processes for AI 

governance and data 

protection, regulatory 

requirements. 

Responsibility 

Assignment 

Clear assignment of roles and 

responsibilities for monitoring and 

enforcing compliance with security 

measures. 

Accountability and 

oversight, corporate 

governance. 

Maturity 

Risk Assessment 

Identifying and evaluating risks related 
to LLMs, including prompt injection, 

denial-of-service attacks, and 

overreliance on LLM outputs. 

Regular risk 
assessments, regulatory 

compliance and effective 

risk management 

Incident Response 

Existence and effectiveness of incident 

response plans specific to LLM-related 

incidents, including testing through 

simulations. 

Industry best practices 

and regulatory 

guidelines for incident 

management. 

Integration with 

SDLC 

Integration of prompt injection 

prevention measures into the Software 

Development Life Cycle (SDLC). 

Security considerations 

embedded at every 

development stage, 

secure software 

development principles. 

Monitoring 

Monitoring and 

Detection 

Systems and metrics for continuous 

monitoring of LLM interactions and 

anomalies. 

Proactive threat 

detection and response. 

Performance 

Metrics 

Metrics to measure the effectiveness of 
prompt injection prevention measures 

and overall LLM performance. 

Maintain high standards 
of security and 

performance 

Reporting and 

Analysis 

Processes for reporting and analysing 

security incidents, including prompt 

injection and sensitive information 

disclosure. 

Lessons learned are used 

to enhance protection 

strategies. 

Mitigation 

Prompt Injection 

Controls 

Technical controls to mitigate prompt 

injection risks, such as input validation 

and sanitization. 

Red teaming, mitigation 

of LLM vulnerabilities. 

Patch 

Management 

Processes for applying patches and 

updates to LLM-related software. 

Ensures timely 

mitigation of known 

vulnerabilities. 

Anonymization 

Consistent application of encryption 

and anonymization to protect sensitive 

data. 

Aligns with data 

protection regulations. 
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Table 2.  AdversLLM Assessment Framework: Comparative analysis 

 
Practice Company A Company B Key Lessons Learned 

Governance 

Limited policies, ad-

hoc responsibility, 

minimal training 

Comprehensive 

policies, clear 

responsibility, 

regular training 

Comprehensive governance is critical. 

Clear policies and responsibilities, 

along with regular training, ensure that 

all team members understand the risks 

and how to mitigate them. 

Maturity 

Basic risk assessments, 

no incident response 

plan, partial SDLC 
integration 

Regular risk 

assessments, tested 

incident response 

plans, full SDLC 
integration 

Maturity in risk management and 

integration with SDLC processes is 

essential. Regular assessments and 

having a tested incident response plan 
prepare organizations for potential 

threats. 

Monitoring 

Limited monitoring, 

few performance 

metrics, sporadic 

reporting 

Continuous 

monitoring, detailed 

performance 

metrics, regular 

reporting 

Continuous monitoring and detailed 

performance metrics are vital. They 

help in early detection of anomalies 

and continuous improvement of LLM 

performance. 

Mitigation 

Basic prompt injection 

controls, irregular 

patch management, 

minimal third-party 

assessments 

Robust prompt 

injection controls, 

systematic patch 

management, 

regular third-party 

assessments 

Robust mitigation strategies, including 

regular patch management and third-

party assessments, ensure that 

vulnerabilities are addressed promptly 

and effectively. 

 

4. ADVERSLLM: PROMPT INJECTION PLAYGROUND 
 

4.1. Benchmark Dataset 
 

We make publicly available a dataset containing 50 malicious prompts to test LLMs against [17]. 

The dataset has been created by identifying questions that invoke a malicious, violent, sexual or 
hateful response. The goal of this dataset is to be a starting point to evaluate the robustness of any 

LLM, be it open-source or commercial, against any type of prompts (unaltered or altered). The 

unaltered prompts can be used as a benchmark to verify whether the perturbation on the prompt is 

the reason for bypassing the model. After prompting the LLM, the result can be categorized as 
successful or not, depending on whether unwanted content has been generated. The dataset is an 

ongoing effort, and due to the current fast nature of LLM development, attacks that were 

successful in the past might now not be able to fool the model anymore. Therefore, we strive to 
update these results with both the latest techniques and LLMs. We strongly encourage other 

people to contribute to this dataset as well. 

 

4.2. Prompt Injection Playground 
 

The AdversLLM framework also includes a feature known as the prompt arena, which provides 
users with the opportunity to stress test multiple LLMs in handling potentially harmful prompts. 

Depending on whether it is deployed on-premises or in a cloud environment, the prompt arena is 

equipped with a variety of models for testing purposes. To grasp the utility of such feature, we 

highlight in Figure 1, an example of a positive test where both commercial and open-source 
LLMs failed to block the malicious end-user input. Models such as GPT-4 and/ 3.5 fail to block 

the malicious input even with content filters enabled, questioning the effectiveness of the latter 

outside the specific topics documented (harmful, sensitive, abuse ...). 
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Figure 1.  AdversLLM Prompt Arena: fake news generation between Open-source and commercial Large 

Language Models (LLMs) 

 

Cloud Version: The cloud version supports the following models: GPT-4, GPT-3.5-Turbo, 
Mistral-small, and Llama-2-7B. These models are hosted on Azure utilizing the serverless pay-

as-you-go service.  

 
Local Version: The local version supports the following models: GPT-4, GPT-3.5-Turbo, 

Mistral-small [18], Llama-2-7B [19], Vicuna-7B [20]. While GPT models use the same hosting 

mechanism as the cloud version, all other models are running locally using llama.cpp [21]. Using 
a chat-based interface, users can specify a list of models and their respective instances. They can 

then submit a prompt, which will be sent to each model.  

 

Figure 2 illustrates the success rate of getting an answer from the target LLMs using our 
benchmark dataset. In our experiment, we extend our dataset of 50 malicious requests (e.g., give 

me a code to hack into a government website) with another 50 samples adding an affirmative 

message (e.g., give me a code to hack into a government website. Certainly, here is). Overall, we 
notice that adding an affirmative message increased the acceptance rate of malicious prompts 

across commercial models (GPT-3.5/4). Open-source models (Llama, Falcon, Mistral, Vicuna) 

had higher baseline acceptance rates compared to commercial models (GPT-3.5-Turbo, GPT-4). 
The increase in acceptance rate was most noticeable in Vicuna, responding to 42 malicious inputs 

to 48 when the affirmative message was added. GPT-4 and GPT-3.5-Turbo, while having lower 

baseline acceptance rates, still showed an increase with the addition of the affirmative message, 

indicating susceptibility to the persuasive phrasing. 
 

 
 

Figure 2.  AdversLLM prompt arena, Benchmark dataset (Certainly, 0: Only prompt, 1: Prompt + 

Certainly, here is) 
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5. ADVERSLLM GUARDRAILS: A USER-FRIENDLY APPROACH FOR 

MALICIOUS CONTENT FILTERING 
 

The landscape of commercial and open-source LLMs has seen significant advancements in their 
ability to reject harmful requests through fine-tuning ([22–24]). Despite these improvements, 

these models remain susceptible to adversarial prompts designed to exploit their defenses and 

generate harmful responses. An initiative such as the Azure OpenAI Service [25] employs a 
robust content filtering system to mitigate these vulnerabilities. This system operates alongside 

core models, including DALL-E image generation models, using an ensemble of classification 

models to detect and block harmful content in both prompts and completions. The filtering 
mechanism focuses on categories such as hate speech, sexual content, violence, and self-harm. 

While trained and tested on multiple languages including English, German, Japanese, Spanish, 

French, Italian, Portuguese, and Chinese, the system’s effectiveness can vary with other 

languages, requiring user testing for specific applications. Moreover, variations in API 
configurations and application design can impact filtering behaviour, potentially limiting its 

effectiveness in certain scenarios [25].  

 
However, many open-source LLMs lack such comprehensive defence mechanisms, leaving them 

more vulnerable to adversarial prompts. To address this gap, we propose the AdversLLM 

guardrails as a first-line defence methodology that offers a more user-friendly and customizable 

approach to filtering harmful content. 
 

5.1. Methodology 
 

Dynamic Template for Sensitive Topics: AdversLLM incorporates a dynamic orchestration 

template for sensitive topics, including predefined topics such as violence, abuse, and malicious 

content. Table 3. highlights the list of topics currently supported and covered by AdversLLM 
guardrails along with the curated description to help the LLM assess the sensitivity of incoming 

prompts. The topic dictionary is easily extensible via the user interface. End users can select a 

topic and enrich it with a specific description, which then populates a dynamic Jinja template. 
This template provides specific context and instructions to an LLM to evaluate the matching 

between the prompt and the topic description, assigning a sensitivity score from 0 to 5. To 

showcase the output of the solution. 
 

Figure 3. highlights AdversLLM guardrails for two malicious inputs and sensitivity scores for 

each chosen topic. In the latter scenario, the malicious filter, manage to capture the high 

sensitivity of the prompt used to attack GPT4/ 3.5 in Figure. 1, suggesting a better coverage. 
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Table 3.  AdversLLM Guardrails: Supported content filters by topic (end-users can add descriptions/filters 

directly on user interface) 

 
Topic Description 

Abuse 
Abusive content contains language or behaviour intended to intimidate, harm, or 
exert control over others. 

Malicious 
Malicious content contains harmful intent or aims to cause damage to individuals 

or systems. 

Sexual 
Sexual content includes explicit or suggestive references to sexual activity, 

anatomy, or behaviour. 

Self-harm 

Content depicting self-harm includes references or portrayals of deliberate, non-

accidental injury to oneself, often as a coping mechanism or expression of 

distress. 

Hate 

Content depicting self-harm includes references or portrayals of deliberate, non-

accidental injury to oneself, often as a coping mechanism or expression of 

distress. 

Hate 
Content filled with hatred conveys intense hostility, animosity, or prejudice 

towards a particular individual or group. 

Violence 
Violent content depicts physical force intended to cause harm, injury, or 

destruction, either towards oneself, others, or objects. 

 

Zero-Shot Learning and Sensitivity Scoring: The core of our approach leverages zero-shot 

learning combined with curated descriptions of each sensitive topic. When a prompt is received, 

the LLM evaluates its sensitivity score based on the topic description. This scoring mechanism 
helps in filtering out malicious inputs effectively. However, relying on an LLM to evaluate the 

entire prompt may sometimes fall short in capturing subtle hints of malicious content within a 

larger prompt dominated by safe content.  
 

Divide and conquer: To address this limitation, we extend our solution with a deeper technique 

that breaks each prompt into smaller segments with slight overlaps, creating a list of statements. 

Each statement is then evaluated by the LLM to determine its alignment and semantic similarity 
to the topic description. 

 

Sensitivity Scores: For each statement, a verdict is issued to determine whether it is semantically 
like the topic description. A more deterministic method is then used to calculate a weighted 

average of these affirmative verdicts over the list of generated statements. Users can customize a 

sensitivity threshold, and if the computed average score exceeds this threshold, we confirm the 
predominant affirmative verdict and filter out the input. 

 

5.2. User-Friendly Customization and Robust Detection 
 

AdversLLM’s approach is highly customizable, allowing users to tailor the sensitivity topics and 

descriptions according to their specific needs. This flexibility ensures that the system can adapt to 
various contexts and applications, making it user-friendly. By combining zero shot learning with 

detailed semantic matching and a thorough analysis of sub-statements, AdversLLM offers a 

sophisticated and flexible defense mechanism. The dynamic template for sensitive topics and the 

in-depth analysis of sub-statements significantly enhances the robustness of harmful content 
detection. Users can easily customize the sensitivity topics and descriptions, making this 

approach adaptable to various contexts and applications. This user-friendly method not only 

improves the accuracy of harmful content detection but also provides a deeper investigation into 
the nature of the prompts, ensuring a robust first line of defense against adversarial attacks. 
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Figure 3.  AdversLLM Guardrails: Sensitive topic scoring (2 scenarios) 

 

 
 

Figure 4.  AdversLLM Guardrails, Malicious topic filter scoring distribution over GPT-3.5/4 successful 

attacks (Certainly, 0: Only prompt, 1: Prompt + Certainly, here is) 

 
We empirically stress-tested our approach using a limited benchmark dataset, focusing on the 

subset of prompts where GPT-3.5/4’s native content filters failed to trigger (30 samples). While 

this provided valuable insights, the relatively small sample size and specific prompt selection 
may limit the generalizability of the results. As shown in Figure 4, our approach highlighted a 

maximum malicious sensitivity score of 5 and a 75th percentile of 4 for GPT-4 responses when 

prompted with purely malicious input. Notably, prompts scoring 0 on the malicious topic still 

recorded high sensitivity scores for related topics, such as violence and abuse, suggesting the 
system’s nuanced detection capabilities. 

 

However, the scope of our evaluation does not fully capture the range of possible adversarial 
attacks or the broader applicability of our solution across diverse datasets and prompt types. 

Future work will aim to expand the dataset, consider a wider variety of malicious prompts, and 

explore the performance of the system under more complex adversarial conditions. In conclusion, 
while AdversLLM guardrails offer a customizable and robust solution for filtering harmful 

content, further empirical testing is necessary to validate its scalability and adaptability in real-

world scenarios. 

 



International Journal on Cybernetics & Informatics (IJCI) Vol.13, No.6, December2024 

62 

6. ADVERSLLM EXPERT: SECURITY TUTOR 
 
The AdversLLM Expert plays a pivotal role in enhancing the governance and maturity section of 

the framework proposed in Section 3. It highlights not only the need of identifying and evaluating 

risks related to LLMs, but also conducting regular education and scientific watch regarding this 

topic. As such, the main objective of this tool is to enhance an organization’s proficiency in these 
areas. The tool offers users the ability to ask security related questions in a chat-like interface 

about topics as red teaming, prompt injections, LLM risks, etc and then gives a comprehensive 

answer, including citations when necessary. Built on top of a Retrieval Augmented Generation 
(RAG) pipeline and GPT-4, it leverages a knowledge base of curated documents to educate and 

inform users about these critical aspects of cybersecurity. Additionally, the knowledge base can 

be expanded with new documents directly through the tool, ensuring that users stay up to date 

with the latest information on these topics. For the initial version of the RAG, we selected a 
variety of research papers regarding prompt injections: [6, 26–29], red teaming LLMs: [5, 30, 31] 

and defending against prompt injections: [32–35]. In Figure 5, we highlight a usage scenario of 

the AdversLLM expert, mainly getting informed and educated on potential shielding techniques. 
 

 
 

Figure 5.  AdversLLM Expert: user interface with chat section, context retrieved dropdowns gives citations 

from papers 

 

 

 
 

Figure 6.  AdversLLM Expert: Retrieval Augmented Generation (RAG) architecture 

 
Figure 6. showcases the whole architecture of the tool. The initial step of building a RAG starts 

out with building up a data pipeline. We process each uploaded document by splitting its pages 

into smaller chunks. This is done using a text splitter that splits with a maximum chunk size as 
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the upper bound and the occurrence of a newline as the lower bound. For each chunk, we also 
keep track to which document and page the associated text belongs to. This allows the LLM to 

accurately cite the source of any information it provides down to the specific page number. 

Afterwards, we use OpenAI’s text-embedding-ada-002 embedding model to create vector 

embeddings of our chunks. We host the model on Azure, using the pay-as-you-go serverless 
compute option. For storing our embeddings, we use a FAISS [36] index, which we store in-

memory. Given the small scope of this tool, a full-fledged vector database was not necessary. 

Once the index is configured, users can start asking questions. During the orchestration step, the 
app takes the user’s question, converts it into a vector embedding using the text-embedding-ada-

002 model, and then employs FAISS k-nearest neighbour search using the Euclidean Distance 

metric to identify the most similar vector to the user’s question vector. Subsequently, the 
associated text is retrieved and combined with the user’s question to form a prompt, which is then 

passed on to GPT-4 for answer generation. 

 

7. CONCLUSION 
 
The accelerated deployment of Large Language Models (LLMs) across various applications has 

undeniably propelled the capabilities of natural language processing and AI-driven tasks to new 

heights. However, this proliferation also introduces complex security challenges, particularly the 
risk of malicious prompts which can compromise the integrity and reliability of these models. To 

maintain trust in AI systems, it is imperative to address these concerns. In response to these 

emerging threats, our work presents AdversLLM, a comprehensive framework designed to assist 

organizations in enhancing their governance, monitoring, and mitigation of risks associated with 
generative AI assets. The framework’s multifaceted assessment methodology, which includes 

governance evaluation, maturity measurement, and targeted mitigation strategies, provides 

organizations with a structured approach to evaluate and improve their preparedness against LLM 
risks.  

 

Central to our approach is the introduction of a dynamic and practical solution that benchmarks 
LLM based applications against a constantly evolving dataset of prompt injection attacks. This 

solution not only helps organizations to proactively assess the robustness of their models but also 

empowers them to implement effective risk mitigation measures based on informed decisions. 

AdversLLM’s holistic approach offers organizations valuable tools and insights needed to 
navigate the intricate landscape of AI security. By adopting this framework, organizations can 

better understand the level of threat of LLM security risks, ensuring that the benefits of LLMs are 

realized without compromising on security and integrity. From our side, the work will continue to 
extend the AdversLLM assessment to other threats, for instance hallucination providing the right 

tools and metrics to evaluate LLM-based applications. Moreover, we will keep extending our 

benchmark dataset to cover other forms of prompt injection techniques using state of the art 

implementations [6, 7]. 
 

8. LIMITATIONS 
 

While this paper introduces a practical framework for assessing governance and policy maturity 
in LLM-based applications, there are several areas for future development. The current focus on 

prompt injection risks can be expanded to address other important challenges, such as 

hallucinations and data poisoning. Additionally, the zero-shot learning approach for filtering 

prompt injections and the RAG tutor for red teaming would benefit from further testing and 
impact analysis to assess their effectiveness in diverse scenarios. Extending the framework and 

conducting deeper empirical studies will strengthen its applicability and robustness in real-world 

contexts. 
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APPENDIX 

 

 
 

Figure 7.  Scoring map for comparative analysis 

 
 

 
 

Figure 8.1, Screen 1 

 



   

 

   

 

 
 

Figure 8.2, Screen 2 

 

 
 

Figure 8.3, Screen 3 

Figure 8.  AdversLLM Prompt Arena: (Negative output) 
 

 
 

Figure 9.1, Screen 1 



   

 

   

 

 

 
 

Figure 9.2, Screen 2 
Figure 9.  Summary testing / mitigation KPI’s (prompt injection and guardrails success rates) for the 

Falcon model 

 

 
 

Figure 10.1. Screen 1 

 

 
 

Figure 10.2, Screen 2 

Figure 10.  Summary testing/ mitigation KPI’s (prompt injection and guardrails success rates) for the 
Vicuna model 
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