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Abstract. Understanding diverse demographic groups presents a significant challenge in market research.
In this paper, we introduce a novel system that integrates large language models with genetic algorithms to
create synthetic personas capable of generating feedback that approximates real-world human responses.
Our experimental evaluation demonstrates that synthetic personas not only exhibit age-differentiated tech-
nology usage patterns consistent with documented trends but also benefit from genetic algorithm optimiza-
tion, which improves response accuracy from 60.4% to 78.5% on training questions and from 62.6% to 68.8%
on hidden questions—outperforming human estimators. Moreover, the optimized personas achieve a 51.1%
better correspondence with actual income distributions compared to random profiles. This approach makes
it possible to rapidly generate feedback without requiring participants, facilitates iterative follow-ups, and
systematically enhances demographic representativeness
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1 Introduction

The accurate modeling of diverse demographic groups represents a significant challenge
in market research and product development [1]. While traditional methodologies such as
focus groups and surveys provide valuable insights, they often lack the adaptability and
scale required to capture rapidly evolving user preferences [2]. Recent advances in Large
Language Models (LLMs) offer promising capabilities for addressing these methodologi-
cal limitations, yet their application in emulating specific demographic feedback patterns
remains underexplored.

This research investigates the efficacy of combining LLMs with Genetic Algorithms
(GAs) to create synthetic personas capable of generating feedback that closely approxi-
mates real-world human responses. We define synthetic personas as instances of LLMs con-
ditioned with textual descriptions designed to represent specific demographic attributes,
personality traits, interests, and behavioral tendencies of hypothetical individuals. To the
best of our knowledge, no prior research has explored the systematic optimization of LLM-
based synthetic personas using evolutionary algorithms to enhance demographic response
simulation, nor has previous work quantitatively evaluated the capacity of such systems
to generate responses that align with established demographic patterns across both seen
and unseen questions.

Our methodology introduces three primary contributions. First, we develop a novel
approach that integrates LLMs with GAs to optimize synthetic persona selection, ensuring
responses align more closely with target demographic patterns. Second, we demonstrate
how this system enables iterative dialogue capabilities that traditional methods cannot
efficiently support—while conventional surveys require developing new questionnaires to
explore emerging topics, our system facilitates immediate follow-up questions based on
initial responses. Third, we provide quantitative evidence of demographic consistency in
synthetic persona responses.
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Experimental results demonstrate that our synthetic personas exhibit behavior pat-
terns that align with established demographic norms, particularly regarding age-related
response variations. Through iterative fine-tuning using GAs, we achieve substantial im-
provements in persona generation quality and response accuracy. Our findings indicate
that optimized personas demonstrate increasing proficiency in answering both previously
encountered questions and novel inquiries, suggesting robust generalization capabilities.
Further analysis reveals the importance of sequential context in question presentation and
its effects on response patterns. Notably, the income distribution patterns in our optimized
”highest-scoring persona” group showed close correspondence with real-world demographic
data, suggesting broader applications beyond our primary research objectives.

By exploring this intersection of artificial intelligence and market research, we provide
insights that can shape future strategies in understanding and engaging with diverse user
demographics.

2 Literature Review

This section explores the evolution of natural language processing (NLP) techniques, trac-
ing their development from early statistical methods to advanced transformer-based ar-
chitectures that enable the synthetic persona approach proposed in our research.

2.1 Evolution of NLP Techniques

The ability to emulate diverse demographic perspectives has become increasingly viable
with advances in text generation models. These models have undergone significant trans-
formations, evolving from basic statistical methods like Naive Bayes classifiers [3] to sophis-
ticated neural architectures such as BERT and Generative Pre-trained Transformers [4,5].

Early text generation relied primarily on Markov chain modeling, pioneered by An-
drei A. Markov through his analysis of letter sequences in literature. Claude E. Shan-
non extended this approach by introducing a mathematical theory of communication
that employed Markov chains to generate text with structural similarities to natural lan-
guage [6]. While groundbreaking, these early attempts produced output like "IN NO IST
LAT WHEY CRATICT FOURE BIRS GROCID”—text that exhibited linguistic patterns
but lacked semantic coherence.

Despite their historical significance, these statistical methods demonstrated fundamen-
tal limitations in capturing contextual relationships and generating coherent text. The field
subsequently shifted toward deeper semantic understanding, with Hidden Markov Models
(HMMs) representing an important advancement, particularly in speech recognition ap-
plications [6]. However, these approaches still failed to model long-term dependencies and
contextual nuances necessary for creating realistic synthetic personas capable of providing
authentic demographic feedback.

2.2 Neural Network Architectures for NLP

As computational resources expanded in the early 2010s, Recurrent Neural Networks
(RNNs) emerged as a dominant paradigm for sequential data processing [7]. Unlike feed-
forward networks, RNNs maintain internal states that function as memory for previous
inputs, making them particularly suitable for processing text data where meaning de-
pends on sequential context. This capacity to preserve contextual information represented
a significant advancement toward building synthetic personas with consistent response
patterns.
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Despite their theoretical advantages, RNNs faced practical challenges related to train-
ing stability, particularly the vanishing and exploding gradient problems [8]. Long Short-
Term Memory (LSTM) networks, introduced by Hochreiter and Schmidhuber, addressed
these limitations through specialized gate mechanisms that regulated information flow
through the network [9]. These innovations enabled more effective learning of long-range
dependencies in text.

The sequence-to-sequence (seq2seq) architecture further extended these capabilities by
implementing an encoder-decoder structure [10]. This design compressed input sequences
into fixed-size context vectors before generating variable-length outputs, enabling applica-
tions like machine translation. While these models demonstrated impressive capabilities,
they still exhibited significant limitations in maintaining coherent long-form responses and
incorporating broader world knowledge—critical requirements for convincing demographic
emulation. The need for richer contextual representation and more efficient training mech-
anisms remained unmet until the advent of attention-based models.

2.3 Transformer Architecture and Large Language Models

The introduction of the Transformer architecture by Vaswani et al. marked a paradigm
shift in NLP [11]. By replacing recurrent connections with multi-head attention mech-
anisms, Transformers enabled parallel processing of entire sequences while maintaining
awareness of positional relationships. This innovation dramatically improved both train-
ing efficiency and model performance across diverse language tasks.

BERT (Bidirectional Encoder Representations from Transformers) further revolution-
ized the field by introducing deep bidirectional pre-training that conditioned on both left
and right contexts simultaneously [4]. This approach created contextually rich represen-
tations that could be fine-tuned for specific downstream tasks with minimal architectural
modifications. The bidirectional nature of BERT represented a significant advance in lan-
guage understanding capabilities.

Subsequent developments in generative models, particularly GPT-3 and its successors,
expanded text generation capabilities to include increasingly sophisticated applications
such as interactive dialogue, creative writing, and code generation [12,13]. These advance-
ments enable more realistic emulation of human-like responses across diverse demographic
profiles—a critical foundation for our synthetic persona methodology. The state-of-the-
art models available at the time of writing, including GPT-4 and LLaMA-2, establish new
benchmarks in generating contextually appropriate, nuanced responses that can effectively
represent specific demographic perspectives [14,15].

2.4 Prompting Strategies and Techniques

The effective utilization of large language models depends significantly on prompting
strategies—the methods used to condition model outputs toward desired behaviors or
response patterns. As these models grow in size and capability, prompting has emerged as
a crucial research area for enhancing performance without requiring additional training [?].

Chain of Thought Methods Kojima et al. demonstrated that LLMs possess latent
reasoning capabilities that can be activated through appropriate prompting strategies
[16]. Their research introduced Zero-shot Chain of Thought (CoT) prompting, showing
that simple instructional phrases like ”Let’s think step by step” significantly enhance
model performance on complex reasoning tasks without requiring exemplars. This finding
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suggests that LLMs encode sophisticated cognitive processes that can be elicited through
properly structured prompts—a capability we leverage in our synthetic persona design.

Building on this foundation, Chung et al. explored instruction fine-tuning approaches
that explicitly train models to produce step-by-step reasoning paths [17]. Their work
demonstrated that scaling both model size and task diversity yields compounding benefits,
particularly when combined with chain-of-thought training procedures. This approach
enhances models’ ability to provide structured, logical responses aligned with demographic
characteristics.

Fu et al. further refined prompting techniques by introducing complexity-based prompt-
ing [18]. This approach systematically varies the complexity of reasoning chains in prompts,
demonstrating that more elaborate prompts consistently yield improved performance on
challenging tasks. Their methodology produced substantial accuracy improvements across
benchmark datasets, with gains ranging from 5.3 to 18 percentage points on state-of-
the-art models. The demonstrated relationship between prompt complexity and response
quality informs our approach to constructing demographic-specific prompt templates.

Self-Consistency Methods Wang et al. introduced self-consistency as a complemen-
tary approach to chain-of-thought prompting [19]. Rather than relying on a single reason-
ing path, this method generates multiple potential solutions and selects the most consis-
tent answer. The underlying principle—that complex problems often have multiple valid
reasoning approaches leading to the same correct solution—aligns with our objective of
producing stable, representative demographic responses across varying contexts. Their
empirical results demonstrated significant performance improvements without requiring
model retraining, establishing self-consistency as a computationally efficient enhancement
to standard prompting techniques.

These prompting innovations collectively enable more sophisticated interactions with
language models, allowing researchers to elicit specific response patterns aligned with
demographic characteristics. By combining structured prompts with appropriate demo-
graphic constraints, we can guide model outputs to reflect authentic variations in perspec-
tive across different population segments.

2.5 Traditional Market Research Methods

Prior to the emergence of computational approaches to demographic modeling, market
research relied primarily on direct data collection methods with inherent limitations in
scale, cost, and adaptability. Understanding these traditional approaches provides impor-
tant context for appreciating the advances offered by synthetic persona methodologies.

Surveys and questionnaires have historically served as primary instruments for gather-
ing demographic insights, offering structured frameworks for data collection [20]. However,
these methods involve considerable resource investments in design, distribution, and anal-
ysis. Their effectiveness depends heavily on participant engagement, with response rates
averaging between 5-30% depending on methodology [21]. Additionally, survey design in-
troduces potential biases through question framing and sampling methods that may limit
demographic representation.

Focus groups and in-depth interviews provide qualitative depth through interactive
engagement with population samples [22]. While these approaches yield rich contextual
insights, they face significant constraints in terms of geographic coverage, cost scalability,
and potential moderator bias. The resource-intensive nature of these methods typically
restricts sample sizes, limiting statistical power and generalizability.

24



International Journal on Cybernetics & Informatics (1JCI) Vol.14, No.2, April 2025

Traditional market research methods also suffer from temporal limitations, with typical
studies requiring weeks or months to progress from design to analysis. This latency creates
challenges for iterative research, as follow-up questions or hypothesis refinement necessitate
initiating new data collection cycles rather than building directly on previous interactions
[2]. The static nature of these approaches contrasts sharply with the dynamic, adaptive
capabilities enabled by synthetic persona methodologies.

These methodological constraints have motivated the exploration of computational
approaches that complement traditional techniques. By combining the strengths of large
language models with structured optimization through genetic algorithms, our synthetic
persona approach addresses fundamental limitations in traditional market research while
maintaining the authentic demographic variability that these methods aim to capture.

3 Methodology

This section details our approach to generating demographic-specific synthetic feedback
using LLMs and GAs, covering system architecture, persona construction, GA optimiza-
tion, and evaluation procedures.

3.1 System Architecture Overview

Our methodology integrates LLMs with evolutionary optimization to create synthetic per-
sonas that closely approximate responses from specific demographic groups. Figure 1 illus-
trates the workflow: (1) synthetic persona generation, (2) response collection, (3) genetic
algorithm optimization, and (4) evaluation against hidden test questions.

The process generates diverse synthetic personas with defined attributes, collects their
responses to survey questions, applies GA optimization to identify optimal persona con-
figurations, and evaluates their performance on unseen questions.

3.2 Synthetic Persona Construction

We define synthetic personas as LLM instances conditioned with descriptions represent-
ing demographic attributes, personality traits, and behavioral tendencies of hypothetical
individuals. Each persona includes:

— Demographic Attributes: Age, gender, location, education, occupation, income
— Personality Traits: OCEAN model parameters [23]
— Preference Patterns: Hobbies, media consumption, lifestyle characteristics

Our implementation emulates Norwegian demographic distributions through struc-
tured profile generation. Gendered names follows national distribution patterns, influenc-
ing name selection from Norwegian databases. Age values range from 18-70 years, while
geographic distribution reflects actual population density across Norwegian counties.

Personality traits are constrained to moderate ranges (40-60 on a 100-point scale) to
avoid unrealistic response patterns. When generating responses, each persona receives spe-
cialized conditioning through prompt engineering that employs Chain of Thought mecha-
nisms [16] to enhance demographic consistency.
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Fig. 1. System workflow showing the integration of synthetic personas with genetic algorithm optimization,
from generating diverse personas to evaluating generalization performance.

3.3 Genetic Algorithm Optimization Framework

Genetic algorithms are particularly well-suited for this optimization problem compared
to alternative approaches. Unlike gradient-based methods that require differentiable func-
tions, GAs effectively navigate our discrete search space without getting trapped in lo-
cal optima. Reinforcement learning and simulated annealing lack the parallel exploration
that makes GAs efficient for identifying complementary persona groupings. Our approach
excels in maintaining diversity and handling combinatorial complexity—though at the
cost of computational requirements. This evolutionary method better models the complex
relationships between demographic attributes and response patterns than deterministic
optimization techniques.

We apply genetic algorithms to identify optimal subsets of synthetic personas that
collectively generate feedback patterns aligned with actual demographic response distri-
butions. In our framework, individual personas function as genes, persona groups operate
as chromosomes, and multiple groups form a supergroup (population).

The optimization process begins with 50 candidate chromosomes, each representing a
different configuration of synthetic personas. Our fitness function evaluates chromosomes
based on:

Fitness(C) = « - DistributionSimilarity (C, R) 4+ 5 - ResponseDiversity (C') (1)

where DistributionSimilarity(C, R) measures how closely the aggregate response dis-
tribution from candidate personas C' matches the reference distribution R from real demo-
graphic data, calculated as 1 —1 3% | |C; — R;| (normalized Manhattan distance), with n
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representing the number of response options across all questions; and ResponseDiversity(C)
quantifies the variation in responses within the candidate group, ensuring heterogeneity in
perspective, computed as the average pairwise Jaccard distance between persona response
sets. Higher values for both metrics contribute to higher overall fitness.

where C' represents a candidate chromosome, R represents reference demographic re-
sponses, and « and [ are weighting parameters (0.8 and 0.2, respectively) determined
through manual hyperparameter tuning.

We employ tournament selection (k = 3), single-point crossover (rate: 0.8), and muta-
tion through random persona substitution (rate: 0.2). These genetic algorithm parameters
were established through preliminary experiments that balanced exploration and exploita-
tion within our computational constraints. The process continues for 100-120 generations
or until convergence (fitness improvement < 0.001 over 5 consecutive generations), with
elitism preserving the top 2 chromosomes between generations to maintain solution quality
across iterations.

3.4 Evaluation Methodology

We implement a structured evaluation approach that measures both training performance
and generalization capabilities. Questions are randomly partitioned into training (75%)
and hidden test (25%) subsets to get sufficient statistics, with optimization performed
exclusively on the training subset.

For each evaluation cycle, we measure three key metrics: distribution similarity be-
tween synthetic and actual responses, response diversity across the persona group, and
the performance gap between training and test questions. Multiple evaluation cycles with
different random partitions ensure robust assessment of generalization capabilities.

This methodology provides a systematic framework for generating representative de-
mographic feedback that closely approximates human response patterns, leveraging LLMs’
generative capabilities while employing evolutionary algorithms to enhance demographic
alignment and response quality.

4 Results

This section presents the empirical findings from three experiments designed to evalu-
ate our synthetic persona approach. First, we examine the demographic consistency of
synthetic personas by analyzing age-based response patterns. Second, we assess the ef-
fectiveness of genetic algorithm optimization in improving response accuracy. Finally, we
evaluate the alignment between optimized synthetic personas and real-world demographic
distributions.

4.1 Human Baseline Experiment

To provide a realistic performance benchmark, we conducted a human evaluation experi-
ment. Eight participants were asked to estimate response distributions using an interactive
web interface. The interface presented survey questions alongside sliders corresponding to
common answer options, and participants allocated percentages across these options such
that the total summed to 100%. Each participant responded to approximately 20 ques-
tions, yielding 166 valid distribution.

Performance was assessed by computing the weighted mean error between the human-
estimated distributions and the ground truth, using the L1 distance normalized by the
maximum possible error (200 percentage points). The resulting human baseline accuracy
was 63.5%, which establishes a realistic target for our synthetic methods.
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4.2 Experiment 1: Demographic Consistency in Synthetic Personas

Experimental Design This experiment examines whether synthetic personas exhibit
response patterns consistent with their assigned demographic attributes, focusing specif-
ically on the relationship between age and online behavior. We investigated two research
questions:

1. Can synthetic personas generate responses that reflect meaningful demographic varia-
tion based on their assigned characteristics?

2. Does modifying a specific demographic variable (age) produce predictable changes in
response patterns that align with established behavioral tendencies?

We generated 200 synthetic personas distributed equally across four age brackets: 18-
29 years, 30-49 years, 50-64 years, and 65+ years (50 personas per bracket). All other
demographic attributes were randomly assigned according to realistic distributions. Each
persona responded to the question: ” Are you always online?” with one of three possible
responses: ”Several times a day,” ”Several times a week,” or ”Less often.”

Results Figure 2 presents the distribution of responses across age brackets. The results
demonstrate a clear inverse relationship between age and reported frequency of online
activity. Synthetic personas in younger age brackets (18-29 and 30-49) overwhelmingly
reported being online ”Several times a day” (100% in both groups). This frequency pro-
gressively declined in older age brackets, with only 82.6% of personas aged 50-64 and just
7.0% of personas aged 65+ reporting daily online activity.

The most pronounced shift occurred in the 654+ demographic, where the majority
(90.7%) reported being online ”Several times a week” rather than daily. Additionally, a
small percentage (2.3%) of this oldest group selected "Less often,” a response entirely
absent in the younger age brackets.

Analysis The observed response pattern closely aligns with documented age-related tech-
nology usage trends in empirical research. Selwyn et al. [24] found that older adults inte-
grate information and communication technologies into their daily routines less frequently
than younger populations. Our results quantitatively mirror this pattern, with the percent-
age of personas reporting daily online activity decreasing from 100% in the 18-49 brackets
to 7.0% in the 65+ bracket.

This experiment provides strong evidence that synthetic personas can generate de-
mographically consistent responses when differentiated by a single variable (age) while
controlling for other factors. The clear monotonic relationship between age and response
distribution demonstrates that LLMs can effectively model demographic-specific behav-
ioral patterns when properly conditioned with relevant attributes.

4.3 Experiment 2: Genetic Algorithm Optimization Effectiveness

Experimental Design This experiment evaluates the effectiveness of genetic algorithm
optimization in enhancing the alignment between synthetic persona responses and actual
human survey responses. We implemented a cross-validation approach by partitioning a
20-question survey dataset into training (75%, 15 questions) and testing (25%, 5 questions)
subsets. The GA optimization process operated exclusively on the training subset, while
the test subset provided an unbiased assessment of generalization performance.
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Fig. 2. Age-based variation in reported online activity frequency among synthetic personas. The graph
demonstrates a systematic decline in daily online presence with increasing age, particularly pronounced
in the 654+ demographic. This pattern aligns with established age-related technology usage patterns doc-
umented in prior research.

To account for potential ordering effects in sequential questions, we conducted two
separate evaluation protocols: (1) random question partitioning, where testing questions
were randomly selected across the full set, and (2) sequential partitioning, where the final
five questions were consistently assigned to the test set. Each protocol was repeated across
10 independent trials with different random seeds to ensure statistical robustness.

For each iteration, synthetic personas responded to questions sequentially, with contex-
tual awareness of previous questions and responses to maintain consistent answer patterns.
The genetic algorithm selected optimal persona subsets by evaluating the similarity be-
tween aggregated synthetic responses and actual human response distributions on the
training questions.

Results Figure 3 illustrates the progression of response accuracy across GA generations
for both training and test question sets. The optimization process demonstrated substan-
tial improvement in training set accuracy, increasing from an initial mean value of 60.4%
(SD=2.3%) to 78.5% (SD=1.7%) after convergence. More importantly, test set accuracy
showed corresponding improvement from 62.6% (SD=3.5%) to 68.8% (SD=2.9%), indi-
cating effective generalization to unseen questions.

29



International Journal on Cybernetics & Informatics (1JCI) Vol.14, No.2, April 2025

To quantify the statistical significance of these improvements, we calculated Pearson
correlation coefficients between generation number and accuracy metrics. For training
accuracy, we observed r = 0.939 with p < 6.37 x 10~7, indicating a strong positive
relationship. Test accuracy showed r = 0.871 with p < 1.03 x 107°°, confirming that the
improvement pattern extends reliably to unseen questions.

The sequential partitioning protocol (Figure 4) produced comparable results, with
final training accuracy of 77.6% (SD=1.9%) and test accuracy of 67.2% (SD=3.1%). The
consistent improvement pattern across both protocols demonstrates that the optimization
benefits are robust to different question sampling methodologies.

Accuracy on Simulating Answers to Questions
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Fig. 3. Accuracy progression across genetic algorithm generations for both training questions (solid line)
and unseen test questions (dashed line). The graph demonstrates consistent improvement in both metrics,
with training accuracy increasing from 60.4% to 78.5% and test accuracy improving from 62.6% to 68.8%,
indicating effective generalization capability.

Analysis The experimental results provide compelling evidence that genetic algorithm
optimization significantly enhances the quality of synthetic persona responses. The sub-
stantial improvement in training accuracy (30.0% relative increase) demonstrates the ef-
fectiveness of the selection and evolution process in identifying optimal persona configu-
rations. More critically, the corresponding improvement in test accuracy (10.0% relative
increase) confirms that the benefits extend beyond the optimization dataset to novel ques-
tions.

The high correlation coefficients with extremely low p-values establish the statistical
significance of these improvements, ruling out the possibility that the observed patterns
result from random variation. Furthermore, the consistent improvement patterns across
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Fig. 4. Accuracy progression when specifically using the last 5 sequential questions as the test set. This
alternative partitioning approach demonstrates similar improvement patterns to random partitioning, con-
firming the robustness of the optimization methodology against potential order effects.

different question partitioning methodologies indicate that the optimization approach is
robust against potential ordering effects in sequential survey questions.

These findings confirm that synthetic personas can be systematically refined through
evolutionary optimization to generate more accurate representations of target demographic
response patterns. The ability to generalize to unseen questions suggests that the opti-
mization process identifies fundamental demographic response characteristics rather than
merely overfitting to specific question formulations.

4.4 Experiment 3: Demographic Distribution Alignment

Experimental Design This experiment examines the degree to which optimized syn-
thetic personas exhibit attribute distributions that align with actual demographic data,
independent of the optimization objective. We focused specifically on income distribution
as a representative demographic attribute that strongly correlates with numerous social
and behavioral patterns.

We compared the income bracket distribution of three groups: (1) randomly generated
synthetic personas without optimization, (2) the ”Highest-scoring Persona” group selected
through GA optimization based on response accuracy, and (3) actual Norwegian popu-
lation data from Statistics Norway (SSB) for 2017 [25]. Importantly, income distribution
was not explicitly included in the optimization fitness function, allowing this analysis to
assess whether response pattern optimization indirectly improves demographic represen-
tativeness.

31



International Journal on Cybernetics & Informatics (1JCI) Vol.14, No.2, April 2025

Results Table 1 presents the comparative income distributions across the three groups.
The GA-optimized ”Highest-scoring Persona” group demonstrated substantially closer
alignment with real-world income distribution than the unoptimized random profiles. The
mean absolute deviation from real-world percentages decreased from 9.0 percentage points
in random profiles to 4.4 percentage points in the optimized group, representing a 51.1%
improvement in distribution accuracy.

This alignment improvement was particularly pronounced in the highest income bracket
(900,000+ NOK), where random profiles showed substantial overrepresentation (28.0% vs.
7.0% in real data), while the optimized group reduced this deviation by 50% (14.0%). Sim-
ilarly, the lowest income bracket (under 300,000 NOK) showed improved alignment, with
the optimized group (30.0%) more closely approximating the actual distribution (35.6%)
compared to random profiles (20.0%).

Table 1. Income Distribution Comparison Between Synthetic Personas and Actual Norwegian Population
Data. Data collected from Statistisk sentralbyra (SSB), Norway.

Income Category Highest-scoring Persona|Random Profiles|Real-world 2017
Under 300,000 NOK 30.00% 20.00% 35.63%
300,000 - 499,999 NOK 30.00% 24.00% 31.56%
500,000 - 699,999 NOK 16.00% 16.00% 18.80%
700,000 - 899,999 NOK 10.00% 12.00% 6.97%
900,000 NOK or more 14.00% 28.00% 7.04%

Analysis The improved alignment between optimized synthetic personas and actual de-
mographic distributions represents an important secondary finding of our research. Despite
not explicitly incorporating income distribution in the optimization fitness function, the
GA selection process indirectly identified persona configurations with more realistic de-
mographic attributes.

This emergent demographic alignment suggests that response patterns and demo-
graphic attributes share underlying correlational structures that the optimization process
effectively captures. By selecting personas based on response accuracy, the GA appears to
indirectly favor personas with more representative demographic profiles. This finding has
significant implications for the ecological validity of synthetic persona research, suggest-
ing that optimized personas not only generate more accurate responses but also better
represent the actual composition of target populations.

The relationship between response optimization and demographic alignment also pro-
vides preliminary evidence that our approach might support bidirectional inference—not
only generating demographically appropriate responses from defined personas but po-
tentially inferring likely demographic attributes from response patterns. While this aspect
requires further investigation, the observed income distribution alignment suggests promis-
ing applications in demographic modeling and market segmentation.

5 Discussion

This section analyzes the implications of our experimental findings, identifies method-
ological limitations, and discusses broader applications of synthetic personas for demo-
graphic modeling. We examine observed behavioral patterns in large language models,
analyze emergent demographic alignments resulting from genetic algorithm optimization,
and consider both practical applications and ethical considerations of this approach.
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5.1 Interpretation of Key Findings

Order Effects in Language Model Responses Our experiments revealed significant
sensitivity of LLMs to prompt structure, particularly the presentation order of response
options. When presented with multiple-choice questions, synthetic personas demonstrated
a consistent bias toward options presented first in the sequence. This phenomenon par-
allels the well-documented ”primacy effect” in human cognitive psychology, where items
appearing earlier in a sequence receive disproportionate attention and recall [26].

This observation has important methodological implications for synthetic persona re-
search. Researchers employing LLMs for survey response simulation must carefully control
for potential order effects by implementing techniques such as randomized option order-
ing, balanced experimental designs, or statistical corrections for position bias. Without
such controls, synthetic response distributions may reflect artifacts of prompt construc-
tion rather than genuine demographic variations.

The susceptibility of LLMs to order effects also suggests fundamental similarities be-
tween artificial and human information processing mechanisms. Both appear to allocate
differential attention to sequential information, raising intriguing questions about the cog-
nitive architectures that emerge in large-scale neural language models. Further research
comparing human and LLM order effects across diverse question types could yield valuable
insights into both artificial and human cognition.

Emergent Demographic Alignment Through Optimization A particularly signifi-
cant finding from our third experiment was the progressive alignment of synthetic persona
attributes with real-world demographic distributions through genetic algorithm optimiza-
tion. Despite not explicitly incorporating income distribution in our fitness function, the
optimized " Fittest Persona” group demonstrated substantially improved correspondence
with actual Norwegian income patterns compared to random profiles.

This emergent alignment suggests that response patterns and demographic attributes
share underlying correlational structures that were implicitly captured through our op-
timization process. By selecting personas based solely on response accuracy, the genetic
algorithm indirectly favored configurations with more realistic demographic profiles. This
observation supports the hypothesis that certain demographic characteristics correlate
with distinct response patterns across diverse question types.

The evolution of more realistic income distributions without explicit optimization for
this attribute demonstrates the potential of our approach to capture complex relationships
between demographic factors and response behaviors. This finding has significant impli-
cations for the ecological validity of synthetic persona methodologies, suggesting that
optimized personas not only generate more accurate responses but also better represent
the actual composition of target populations.

5.2 Theoretical and Practical Implications

Demographic Inference Capabilities The observed convergence toward realistic de-
mographic distributions raises intriguing possibilities for bidirectional inference between
response patterns and demographic profiles. If synthetic personas optimized for response
accuracy naturally converge toward realistic demographic distributions, it suggests the
potential to reverse this relationship—inferring likely demographic characteristics from
observed response patterns.

This capability could enable several innovative applications:
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— Enhanced Market Segmentation: Organizations could identify likely demographic
profiles of consumer groups based on response patterns to product feedback surveys,
enabling more targeted product development and marketing strategies.

— Population Modeling: Researchers could generate demographic projections from
longitudinal survey data, potentially identifying emerging demographic trends before
they become apparent in traditional census data.

— Personalized Content Delivery: Systems could dynamically adjust content presen-
tation based on inferred demographic characteristics without requiring explicit demo-
graphic data collection.

However, these capabilities also raise significant ethical considerations regarding pri-
vacy and consent. The ability to infer detailed demographic information from seemingly
unrelated response patterns could potentially circumvent explicit data collection restric-
tions. This underscores the need for transparent disclosure and appropriate privacy safe-
guards when implementing synthetic persona technologies in practical applications. One
potential method could be utilizing NEF, as described in Grundetjern et al. [27].

Implications for Survey Methodology Our findings have substantial implications for
traditional survey research methodologies. The demonstrated ability of synthetic personas
to generate demographically consistent responses across both seen and unseen questions
suggests potential applications in survey design, testing, and analysis:

— Survey Pre-testing: Researchers could employ synthetic personas to identify poten-
tial biases, ambiguities, or demographic sensitivities in survey instruments before field
deployment.

— Sample Augmentation: In cases where specific demographic segments are underrep-
resented in survey samples, calibrated synthetic personas could potentially augment
collected data to improve representativeness.

— Exploratory Analysis: Researchers could use synthetic personas to conduct prelim-
inary explorations of research questions, generating hypotheses for subsequent valida-
tion with human participants.

While our current implementation focused on technology usage patterns, this approach
shows promise for broader application across various domains including consumer behav-
ior research, political polling, healthcare preference analysis, and product development
feedback. The framework’s flexibility allows it to be adapted to different question domains
with domain-specific optimization criteria.

Importantly, we view these applications as complementary to, rather than replace-
ments for, traditional human participant research. The value of synthetic personas lies in
their ability to enhance efficiency, expand exploratory capabilities, and identify potential
methodological issues before human data collection.

5.3 Limitations and Future Directions

Methodological Limitations Several limitations of our current approach warrant ac-
knowledgment and suggest directions for future research:

— Computational Resource Constraints: As noted in our methodology, the resource
requirements of generating responses from multiple synthetic personas limited our
ability to scale to larger question sets. Each synthetic persona requires a separate LLM
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instance, creating significant computational overhead for large-scale implementations.
This constraint influenced our experimental design, potentially limiting the complexity
of response patterns that could be captured and optimized.

— Practical Implementation Barriers: Beyond computational resources, implement-
ing this approach faces challenges related to maintaining consistency across multiple
model instances, managing prompt engineering complexity, and establishing verifica-
tion methods for synthetic responses. Organizations adopting this technology would
need specialized expertise and infrastructure to effectively deploy and maintain such
Systems.

— Demographic Representation: While our synthetic personas incorporated multi-
ple demographic attributes, they necessarily represent simplified approximations of the
complex intersectional identities that characterize real human diversity. Cultural con-
texts, life experiences, and situational factors that influence human responses were not
fully captured in our current implementation.

— Model-Specific Biases and Hallucinations: The underlying LLM architecture in-
herently incorporates biases present in its training data, which may disproportion-
ately affect the representativeness of certain demographic groups. Additionally, LLMs
can produce hallucinated responses—generating plausible but factually incorrect in-
formation—which poses reliability challenges when simulating demographic responses
to factual questions. These issues could propagate through our synthetic personas,
potentially reducing accuracy for underrepresented populations or when addressing
knowledge-dependent topics.

— Question Domain Limitations: Our experiments focused primarily on questions
related to technology usage and preferences, which may exhibit different demographic
response patterns than other domains such as health behaviors, political attitudes, or
consumer preferences. The generalizability of our findings across diverse question types
requires further investigation.

Future Research Directions Based on our findings and acknowledged limitations, we
identify several promising directions for future research:

— Multimodal Integration: Expanding synthetic personas to incorporate non-textual
responses, including visual preferences, voice patterns, or interactive behaviors could
enhance their representational fidelity. This integration would more closely approxi-
mate the multimodal nature of human survey participation.

— Dynamic Persona Adaptation: Developing personas capable of evolving responses
based on changing contexts or new information would better reflect the adaptive nature
of human response patterns. This approach could incorporate temporal factors and life-
stage transitions that influence demographic response characteristics.

— Cross-cultural Validation: Extending our methodology to diverse cultural contexts
would test the generalizability of our approach and identify potential cultural variations
in the relationship between demographic attributes and response patterns.

— Explicit Demographic Optimization: Future implementations could incorporate
demographic distribution alignment directly into the fitness function, potentially yield-
ing synthetic persona groups with even greater representational accuracy while main-
taining response fidelity.

— Computational Efficiency Enhancements: Developing more efficient implemen-
tations that reduce the computational overhead of maintaining multiple synthetic per-
sonas would enable scaling to larger and more diverse question sets, potentially cap-
turing more nuanced response patterns.
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These future directions aim to address current limitations while expanding the po-
tential applications of synthetic personas in demographic research, market analysis, and
personalized content development. By combining the generative capabilities of large lan-
guage models with the optimizing power of genetic algorithms, synthetic personas offer a
promising approach to understanding and representing diverse demographic perspectives
at scale.

6 Future Work

While our research demonstrates the effectiveness of synthetic personas for demographic
response simulation, several limitations warrant further investigation. Our current imple-
mentation faces computational scaling constraints, the demographic attributes represent
simplified approximations of complex identities, and the underlying language models in-
corporate biases that may affect representativeness. Addressing these limitations opens
several promising research directions.

The most immediate opportunity for extending our work lies in enhancing the repre-
sentational capabilities of synthetic personas. Multimodal integration would expand
beyond textual feedback to incorporate visual inputs and outputs, enabling more compre-
hensive assessment of products with significant visual components. Extending synthetic
personas to interpret user-provided images and generate visualizations or preference maps
would more closely approximate the richness of human communication. A critical challenge
in this area involves maintaining demographic consistency across modalities, requiring new
evaluation metrics and validation approaches. Simultaneously, advanced representa-
tional approaches could improve both efficiency and fidelity. Dense vector embeddings
could capture complex relationships between demographic attributes more effectively than
discrete assignments, enabling more nuanced modeling of intersectional identities. Tech-
niques such as variational autoencoders could facilitate exploration of persona ”latent
space,” potentially revealing unexpected relationships between demographic characteris-
tics and response patterns.

Methodological refinements offer another avenue for enhancing synthetic persona per-
formance. While genetic algorithms proved effective in our implementation, alternative
optimization approaches warrant exploration. Gradient-based methods might offer
more efficient optimization for continuous persona representations, while reinforcement
learning could enable more dynamic adaptation to changing question contexts. For com-
putationally intensive evaluations, Bayesian optimization could reduce the function evalu-
ations required to identify optimal configurations. Extending our framework to explicitly
balance multiple objectives—response accuracy, demographic representativeness, and per-
spective diversity—could yield more versatile synthetic persona collections. Beyond op-
timization, deeper analysis of trait effects would enhance our understanding of how
demographic characteristics influence responses. Factorial analysis of trait interactions
could reveal complex conditional relationships, while causal models would improve both
theoretical understanding and practical applications. Quantifying the relative importance
of different attributes across question domains would enable more focused persona design.

A significant limitation of our current study is its focus on a single survey domain
and a limited question set. Future research should investigate cross-domain general-
ization capabilities by testing whether personas optimized for technology usage transfer
effectively to domains like healthcare preferences or consumer behavior, and by evaluating
performance across a substantially larger and more diverse set of questions. Developing
techniques for rapid adaptation to new domains with minimal additional optimization
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would enhance practical utility. Identifying persona characteristics that consistently influ-
ence responses across domains could lead to more robust implementations, while evaluat-
ing multi-domain training approaches could establish whether broader exposure produces
more generalizable personas.

The potential to infer demographic characteristics from response patterns raises im-
portant ethical considerations regarding privacy and consent. As synthetic persona
technologies advance, establishing comprehensive ethical guidelines becomes essential for
responsible adoption. These should address transparency in synthetic persona deployment,
appropriate limitations on demographic inference applications, and continuous monitor-
ing for potential biases. Developing methodologies that effectively combine synthetic and
human responses could leverage the strengths of both approaches while mitigating their
respective limitations.

Looking forward, we envision synthetic personas evolving into dynamic representations
capable of modeling demographic changes over time, adapting to diverse cultural contexts,
and providing increasingly realistic simulations of human diversity. These advancements
will position synthetic personas as a valuable complement to traditional research meth-
ods, enhancing our understanding of demographic perspectives at scale while maintaining
ethical responsibility.

7 Conclusion

This research has demonstrated that integrating large language models with genetic al-
gorithms creates an effective framework for generating synthetic personas capable of em-
ulating demographic-specific response patterns. Our experimental findings establish that
optimized synthetic personas can produce feedback closely aligned with real-world demo-
graphic distributions while generalizing effectively to novel questions.

Our three experiments yielded several significant findings. First, synthetic personas
demonstrated the ability to produce responses that systematically vary with assigned
demographic attributes, with age-based variations in technology usage patterns closely
mirroring documented real-world trends. Second, genetic algorithm optimization substan-
tially improved response accuracy, increasing training set alignment from 60.4% to 78.5%
and test set accuracy from 62.6% to 68.8%, confirming effective generalization to unseen
questions. Third, GA-optimized personas exhibited improved alignment with actual demo-
graphic distributions even for attributes not explicitly included in the optimization func-
tion, suggesting the emergence of realistic demographic representations through response
pattern optimization. These results collectively support our fundamental hypothesis that
synthetic personas, when properly constructed and optimized, can generate feedback that
approximates genuine human responses across demographic groups.

This work advances the field of synthetic response generation in several important
ways. We have developed a structured framework that integrates large language models
with evolutionary optimization techniques, demonstrating the effectiveness of this combi-
nation for demographic-specific response generation. This methodological approach bridges
previously separate research streams in natural language processing and optimization. Our
experimental results provide empirical evidence that synthetic personas can maintain de-
mographic consistency across diverse question types and contexts, confirming the feasibil-
ity of demographic-specific response simulation through appropriate model conditioning.
Furthermore, we have shown that evolutionary optimization techniques can significantly
enhance the demographic representativeness of synthetic personas through iterative selec-
tion based on response accuracy, establishing a novel approach to generating demographi-
cally realistic synthetic data. These contributions extend beyond technical implementation
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details to address fundamental questions about the nature of demographic response pat-
terns and the capacity of language models to emulate these patterns when appropriately
conditioned and optimized.

The demonstrated capabilities of optimized synthetic personas have significant impli-
cations for several applied domains. Our approach enables rapid, cost-effective simulation
of demographic-specific feedback for product concepts, marketing materials, and service
offerings without requiring extensive human participant recruitment. This capability can
substantially accelerate the formative research phase of product development while re-
ducing associated costs. Synthetic personas can identify potential demographic biases,
ambiguities, or sensitivities in survey instruments before deployment, improving instru-
ment quality and reducing the need for extensive pilot testing with human participants.
The observed alignment between optimized synthetic personas and actual demographic
distributions suggests applications in demographic modeling and forecasting, potentially
enabling researchers to simulate demographic shifts and their associated response pattern
changes. Understanding demographic-specific response patterns can inform more effective
content personalization strategies, particularly for applications where explicit demographic
data collection is limited by privacy considerations.

Importantly, we view these applications as complementary to, rather than replace-
ments for, traditional human-centered research methods. The value of synthetic personas
lies in their ability to extend research capabilities, increase efficiency, and identify potential
areas for more focused investigation with human participants. Our findings demonstrate
that the combination of large language models and genetic algorithms offers a promising
approach for demographic research that addresses key limitations of traditional methods.
By enabling more efficient, scalable, and adaptable investigation of demographic response
patterns, synthetic personas represent an important methodological advancement in un-
derstanding human diversity at scale.
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