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ABSTRACT 
 

Natural data collected from the real world often exhibit the scale imbalance problem. A 

large object can produce much more loss values than a small object, causing the detector 

to favour large objects more, even though small objects dominant the dataset. This 

inclination inside detectors results in the performance degradation of small objects. To 

alleviate this problem, this paper proposes a new patch-level collage fashion data 

augmentation technique and a new global scheduler based on existing dynamic scale 

training paradigm. Our new data augmentation can generate collage images with uniform 

object scales for better augmentation effects. Additionally, our new global scheduler can 

adjust the strength between different data augmentations to adapt to different stages of the 

training process. Experiments demonstrate the effectiveness of our techniques. Codes at 
https://github.com/Andisyc/DataPool. 
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1. INTRODUCTION 
 
Scale imbalance problem, which can be described as the performance gap between small and 

large objects [1], has always been a challenge for object detectors. Beside the lack of semantic 

information in small objects, some researchers believe that there existing different level of 
imbalance [2] within the scale imbalance problem. When collecting natural images directly from 

the real world, there may be some over or under representation of certain scales [3] scale existing. 

Moreover, large objects often generate more loss value than small objects, resulting in suboptimal 

optimization for small objects [4]. Furthermore, natural data collected directly from the real 
world do not guarantee a continuous semantic space on the scale level, while neural networks 

lack scale invariance. All these factors contribute to the performance degradation of detectors. 

 
To address these problems, it is necessary to make some modifications to natural images. One 

existing approach is collage fashion, for example, Mosaic [5]. The collage fashion data 

augmentation can introduce certain multi-scale effects to training, effectively expanding the 
feature space. Meanwhile, since modern neural networks have high brittleness, prolonged 

observation of the same scale can overwrite the previously learned knowledge. The multi-scale 

effect introduced by collage fashion data augmentations can effectively disrupt the overfitting 

tendency toward single scale, thereby improving models' generalization ability. In this case, 
Mosaic serves as a random scale generator, allowing the network to observe images with 
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fluctuating scales within a certain range. This ensures that the parameters related to scale within 
the network remain at reasonable proportions, resulting in minimal overfitting and optimal 

generalization ability. 

 

However, due to the existence of feature-level imbalance, which means the optimization 
performance of large objects is always stronger than that of small objects, only relying on Mosaic 

still exist certain scale imbalances. Therefore, Dynamic Scale Training [4] insert a small object 

batch right after a large object batch. Disrupting the formation of continuous large object batches. 
This will offset the gradually accumulated large object optimization effects, keeping the scale 

parameters within the network at the optimal balanced proportion for generalization performance. 

As shown in Fig. 1, although the green line indicate that Stitcher cannot directly generalize to test 
set, the blue line (Mosaic and DST simultaneously) can achieve higher performance than the red 

line (Mosaic only) and the orange line (DST only). Although as mentioned in [6] while the over-

parameterized network is easier to optimize but also more prone to overfitting the distribution of 

natural datasets. Mosaic and DST tackle this problem by providing regularization training with 
ability to reduce the overfitting of certain scales without reducing the representation ability of 

models. So, the model can maintain the scale balance state, where the generalization ability 

reaches the peak. 
 

 
 

Figure 1.  Results on the VOC 2007 test set using different data augmentation techniques on YOLOX-S. 

Vanilla means without any data augmentation.  DST means adopt both scheduler and data augmentation 

from Dynamic Scale Training. Stitcher is the data augmentation component from Dynamic Scale Training 

 
However, multi-scale data augmentations, like Mosaic and Stitcher, is not perfect. Firstly, as 

shown in Fig. 2, Stitcher directly resizes and collages four images together, resulting in small 

objects being resized too small. Even without recognition significance. Secondly, directly 
resizing images cannot guarantee small objects. Some large objects still have large scales after 

resize. Resulting in backward optimization effect. Thirdly, many studies [7], [8] have proved that 

sufficient, high-quality context information can help models recognize objects. But simply 
resizing images cannot create the context-object ratio small objects have. As shown in Fig. 3, 

resizing the train in the left image to match the size of the train in the right image resulting the 

context far less than the right image. 
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Figure 2.  (a): Stitcher from [4]. Notices that the tiny objects in the top-left image no longer have 

recognition significance. (b): Mosaic from [5]. The multi-scale range is (0.1, 2). Notices that this image 
have a lot of grey area, which is a waste for training. 

 

To address these issues, we propose DataPool, a new collage fashion data augmentation. Many 

studies [9] [10] [11] have improved performance by leveraging object-object relationships. These 
relationships include geometric, semantic, and interaction, etc. But we consider this point from 

the scale perspective, where objects that appear together often have the same scale. For example, 

small objects often appear in groups. By decoupling the relationship between images and objects, 
we can construct a collage image consisting entirely of small objects, as shown in Fig. 8. 

Compared to Mosaic, DataPool better utilizes the entire spatial area of the image, leaving fewer 

grey areas. Compared to Stitcher, DataPool avoids excessive scaling, preserving the semantic 
features of the objects and appropriate amount of context. 

 

 
 

Figure 3.:  The left image and the right image are original size. The middle image is obtained by resizing 

the train in left image to the same size of the train in the left image. Notices that the middle image lacks a 

significant amount of background, while background information also contributes to the recognition of 

objects. 

 
In addition, we also modified the existing dynamic scale training scheduler. As the learning rate 

gradually decreases, the influence disparities between different scales also reduce. Therefore, 

gradually reducing the frequency of data augmentations can prevent the model moving from 
overfitting large objects to overfitting small objects. In this way, the model can learn a more 

balanced scale information, leading to optimal generalization performance. 

Our contributions are two-folds: 

 
 Designed a new data augmentation technique for dynamic scale training paradigm - 

DataPool, as a complement for Stitcher as the data augmentation component for Dynamic 

Scale Training. 
 Improved the existing dynamic scale training scheduler to adjust strength of data 

augmentation. This new scheduler can automatically modify the training distribution so the 

model can stay at scale balance state. 
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2. RELATED WORKS 
 

2.1. Collage Fashion Data Augmentation 
 

The Dynamic Scale Training (DST) [4] is a feedback-driven data augmentation aimed at 
alleviating the scale imbalance problem. Dynamic scale training consists of a scheduler and a 

data augmentation component. Specifically, When the scheduler detects that the loss value ratio 

of small objects in the previous batch is below the threshold, data augmentation is triggered. The 
Stitcher will resize four images to one-fourth of their original size and then collage them together 

to form a single image, which is then used for the next iteration of training. 

 

Mosaic [5] and RICAP [12] are both data augmentation techniques belonging to the collage 
fashion. Both Mosaic and RICAP randomly extract patches from images. These patches are then 

subject to certain data augmentation processes such as resizing, translation, flipping, and other 

colour and geometric manipulation. The augmented patches are reassembled based on a selected 
centre point, and the resulting image is then resized to create a multi-scale image. This approach 

introduces fluctuations in the object scale, forcing the model to pay attention to secondary 

regions, increasing object density of images, reducing the model's overfitting to scale and 

semantics. 
 

2.2. Regularization Effect of Data Augmentation 
 

Hern´andez-Garc´ıa & K¨onig [13] defined explicit regularization techniques as techniques that 

can reduce the network representation ability, while implicit regularization techniques as 

techniques that can reduce generalization error or prevent overfitting without reducing the 
network representation ability. [14] showed that explicit regularization techniques can be 

completely replaced by data augmentations. Furthermore, [15] found that data augmentation 

techniques can more easily adapt to different architectures and different datasets, while dropout 
[16] or weight decay [17] may require more delicate hyper-parameter fine-tuning to adapt into 

different architectures and data size. 

 

2.3. Model Brittleness & Continue Learning 
 

Many studies have attempted to address the catastrophic forgetting problem [18] during continual 
learning and imbalanced learning. Replay-based methods consciously select a portion of data 

through some algorithm for replay based on the adjustment of scheduler. iCaRL [19] conducts 

class-incremental learning by periodically replaying data stored in memory that best represents a 
certain class. DST [4] determines whether to initiate data augmentation based on loss values. 

GSS [20] selects samples for training based on the diversity of gradients. RSS [21] calculates the 

similarity of feature map representations to choose new samples for training, stabilizing changing 

rate in feature maps. 
 

Methods based on explicit regularization aim to address catastrophic forgetting by constraining 

the persistence of network parameters. EWC [22] uses the Fisher information matrix to estimate 
the importance of weight parameters and guides gradient updates accordingly. OGD [23] projects 

the gradients from new tasks onto the solutions of old tasks to preserve previously learned 

knowledge. There are also approaches that apply regularization through a Bayesian perspective, 

such as [24], using Gaussian processes to impose regularization during training. Additionally, 
some methods like [25] and [26] employ parameter isolation to fix previously learned knowledge 

while learning new tasks. 
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[27] also considered the issue of catastrophic forgetting from a training perspective. It is 
discussed different lower points caused by hyper-parameter tuning and reducing model capacity 

to mitigate overfitting can alleviate catastrophic forgetting. However, we consider this oscillation 

descent process from scale perspective, while utilizing data augmentation as an implicit 

regularization technique that does not reduce model capacity. 
 

3. METHODS 
 

3.1. Data Pool 
 

The design ethos of DataPool is analyse and extract the small object cluster existed on images. 

With reasonable calculation, object clusters with background can be cut out from images without 
hurting the integrity of objects. By doing so, an image can be divided into patches, then any kind 

images can be formed by leveraging these patches.  

 
To do that, we leverage the analysis strategy to decouple the relationship between images and 

objects, dividing images into patches. Then we leverage the search strategy filters out suitable 

patches. Finally, we utilize the synthesis strategy, incorporating sensible cuts and minimizing 

resizing, to handle patches in a way that prevents excessive resizing and distortion of objects. The 
overall pipeline of the DataPool is displayed in Fig. 4. 

 

 
 

Figure 4.:  DataPool Pipeline. First, divide images into patches. Then, extract patches based on size 
requirements. Finally, a synthesized image with a specific object scale is generated. 

 

First, we attempt to redefine the object scale. We set the object scale ratio to the square root of 

the ratio between the object area and the image area. This is because we aim to obtain a linear 
scale space, while the object area actually is quadratic growth with respect to width and height. 

Using a ratio and linear metric space makes the variations smoother and reduces the impact of 

specific thresholds. Based on experience, we divide objects into five scales, as shown in 
following Equation: 
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We further divide the "Middle" scale into "LowerMiddle," which is closer to the small objects, 
and "UpperMiddle," which is closer to the large objects. 

 

[28] found that although the class space is discrete, the information learned by neural networks is 
actually continuous due to the similarity between neighbouring samples. We consider this from a 

scale perspective. As shown in Fig. 5, the accuracy is lower when there are objects only on the 

left-hand side of the "Small" scale compared to when there are objects on both sides. Therefore, 
we set the maximum scale of the objects on the synthesized DataPool image to "LowerMiddle" 

instead of "Small," ensuring that the average scale remains close to "Small." 

 

 
 

Figure 5.  A concept figure of cross-scale object similarity. Left: the accuracy of detectors that trained with 

samples only exist within a small range. Right: the accuracy of detectors that trained with samples exist 

within two scale ranges. 

 

For the object belonging to Tiny, Small, or LowerMiddle, object clusters will be estimated by 
merging objects outward based on it as the centre, as shown in Fig. 6. When an object is 

classified as a small or relatively small object, we first check if it overlaps with other objects. If 

the object does overlap with other objects, we then determine if the other objects have additional 
overlapping objects. By gradually identifying all overlapping objects, outliers and excessively 

large objects can be excluded. Finally, the coordinates of the composite large object formed by all 

the merged objects will be calculated and start merging an appropriately amount of background, 
until encountering distant non-overlapping objects. This process generates image patches only 

consisted of small objects. At this point, patches can still expand outward to merge other nearby 

non-overlapping objects. 
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Figure 6.  The process of forming an object cluster. The orange dashed box is the object cluster obtained by 
the analysis process. The cluster area is formed by the four farthest object edges. The red dashed box is 

obtained by appropriately expanding the cluster area outward to include a certain amount of background. 

The coordinates of red dashed box will be recorded as a patch for the synthesis process. 

 

Although some objects do not overlap with each other, they are still closely clustered together. In 
these cases, expanding patches outward from a central object and merge other objects that are 

close in scale and distance. Starting from the four vertices of the current object cluster, patches 

expand in the opposite direction up to one-third of the image width and one-half of the image 
height, merging all the small objects (Tiny, Small, LowerMiddle) encountered along the way, as 

shown in Fig. 7. The expansion stops when encountering large objects (UpperMiddle, Large). 

This process generates an image patch consisting of small objects. The final synthesis result is 

shown in Fig. 8. 
 

 
 

Figure 7.  The process of merging additional objects. The orange dashed box is the already analyzed object 

cluster. The green dashed box is the expansion area start from the right-bottom corner. The red dashed box 

is the final object cluster. 
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Figure 8.  DataPool Collage Images. Object scale of first row images is [0, 64×64]. Object scale of second 

row images is [0, 32×32]. 

 

3.2. Hybrid Scheduler 
 

Catastrophic forgetting [29], which also known as stability-plasticity dilemma [27], has long 

troubled researchers. [30] suggests that neural networks are highly brittleness yet inefficient 
because they require extensive training data while struggling to learn new knowledge without 

forgetting old knowledge. This is related to the learning behaviour of network, as depicted by the 

peculiar green curve in Fig. 1. Although the parameters learned within the network can generalize 
to small objects when trained with Stitcher, switching to Mosaic destroy the existing parameter 

distribution, as the gradient simultaneously affects all parameters. The scale information 

contained in the gradient can also counteract and alter the neurons with other scale information, 

resulting in oscillate descent when training with small batches. From a scale perspective, by 
controlling the scale distribution within a certain training period, the direction of oscillate descent 

will not deviate, thereby ensuring a path towards a lower point. 

 
[31] states that neurons within the network can be divided into four categories, as shown in Fig. 

9. For a given class, the red neurons are the main generalizing neurons, while the orange neurons 

are overfitting neurons that hinder the model's generalization to the test set. The yellow neurons 
are generalizing neurons that may perform poorly on the training set but contribute to the 

network's generalization to the test set, and the blue neurons are neurons that learn information 

from other classes. During normal training, due to the stronger optimization effect on large 

objects, the large objects neurons gradually overfit, leading to an increase in the orange region. 
When using scheduler-guided data augmentation, the tendency to form continuous batches of 

large objects is interrupted, reducing the excessive accumulation of optimization effects on large 

objects. This helps maintain a balanced state of scale-related parameters within the network, 
reducing the overfitting neurons, and increasing the generalization ability of other scales. 
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Figure 9.  A concept figure of network generalization. Left: a normally trained network. Since large objects 

have stronger optimization effect, the overfitting neurons (orange colour) of large objects gradually 
increase during training. Although the parameters related to large objects (orange area + red area) occupy a 

relatively large proportion within the network, the generalization ability is only contributed by the red area. 

Right: a better generalize network. There are relatively fewer orange neurons, and the overfitting 

parameters of large objects (orange area) increase less compared to the normally trained network. 

 

With training going on, the learning rate gradually decays, and the influence of large and small 
objects becomes more balanced, as shown in following Equation: 

 

, 
 

where △ is the influence difference, LLarge and LSmall are the loss values of one large object and 

one small object, θ is the weights of the network. If the frequency of data augmentation is not 
reduced, the network will gradually shift from overfitting large objects to overfitting small 

objects, as exhibited in Section 4.2. Therefore, we directly adopt the cosine anneal learning rate 

scheduler [33] to control the data augmentation, as shown in following Equation: 
 

. 
 
We directly set the prob value as 0.1 from YoloX [32]. This allows the scheduler to be easily 

integrated into different architectures without the need to fine-tune any hyper-parameters. 

 

4. EXPERIMENTS 
 

4.1. Experiment Setup 
 
The first part experiments are conducted with YOLOX-S on Pascal VOC [33]. The input image 

size is 512×512. The Mosaic prob is 1 and the range is (0.1, 2). Mosaic will be closed in the last 

5 epochs. The optimizer is yoloxwarmcos with weight decay as 5e-4 and momentum as 0.9.  
 

The second part experiments are conducted with RetinaNet [34] on COCO [35]. The input image 

size is 640× 1024. Mosaic was closed in this part of experiments. The optimizer is 

WarmupCosineLR with weight decay as 1e-4 and momentum as 0.9.  

 

The object scale follows the MSCOCO definition: [0, 32×32], [32×32, 96×96], [96×96, ∞]. 

The GPU used for training and testing is a Tesla V100-SXM2-32GB. 

 

4.2. The influence of Batch Size & Object Range 
 

First, we tested the effectiveness of DataPool on VOC dataset. We employed the original 
dynamic scale training strategy, but replaced the data augmentation from Stitcher to DataPool. 

Based on [36] and limited computation resources, we conducted small batch training, in which 

batch size equal to 8, 16, and 32. Additionally, we tested two DataPool object scales, [0, 32×32], 

[0, 64×64], to find out which one is better. 

 
Table 1.  Across techniques and batch sizes results on the VOC 2007 test set with YOLOX-S. AP50 comes 
from evaluation codes cross-class. APs, APm and APl come from evaluation codes cross-scale. DataPool 32 
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means that object scale range is [0, 32×32]. DataPool 64 means that object scale range is [0, 64×64]. The 

scheduler in this table is the original dynamic scale training scheduler. 

 

Augment Batch Size AP AP50 AP75 APs APm APl 

Stitcher 8 55.10 78.09 60.16 43.05 67.13 85.62 

DataPool 32 8 53.76 77.00 58.55 43.07 66.96 84.53 

DataPool 64 8 54.91 77.81 59.78 43.13 68.03 85.40 

Stitcher 16 54.85 77.94 59.64 40.64 67.28 85.32 

DataPool 32 16 54.69 77.94 59.57 42.24 66.64 85.09 

DataPool 64 16 55.07 78.23 60.24 40.38 67.70 85.92 

Stitcher 32 55.10 78.34 60.35 41.11 66.95 85.32 

DataPool 32 32 54.32 77.48 59.64 42.56 66.70 85.14 

DataPool 64 32 55.32 78.72 60.97 42.48 67.21 83.41 

 

From Table 1, It can be observed that compared to the other two configurations, DataPool 32 

performs lower. This is because, compared to Stitcher and DataPool 64, DataPool 32 has a lower 

average scale and cannot benefit from slightly larger adjacent-scale objects for small objects, as 
shown in Fig. 5. DataPool 32 has relatively higher APs and lower APm, which means that 

overfitting to small objects has led to a decrease in overall generalization capability. 

 
Additionally, as the batch size increases, the performance of DataPool 64 gradually surpasses 

Stitcher. When the batch size is 32, compared to Stitcher, DataPool 64 exhibits lower APl(-

1.91%) but higher APs(+1.37%) and APm(+0.26%), resulting overall higher generalization 

capability. This suggests that after eliminating large objects from images, a more focused 
optimization effect allows the network to achieve a more balanced state, resulting in higher 

generalization performance. 

 

4.3. New Automatic Scheduler 
 

In order to further investigate the effect of the scheduler during training, we fixed the ratio 
between the normal batch and the augmented batch, as the fixed ratio scheduler. We also directly 

adopt the YoloX cosine anneal learning rate scheduler as the decay scheduler to compare with the 

fixed ratio scheduler. This comparison aims to verify the concept of maintaining a balanced state 
as the learning rate decreases. 

 

 
 

Figure 10.  Initial value search with batch size 8. The data for the first six epochs is displayed, and each 
experiment is run three times. 
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Figure 11.  Initial value search with batch size 16. The data for the first six epochs is displayed, and each 

experiment is run three times. 

 

 
 

Figure 12.  Initial value search with batch size 32. The data for the first six epochs is displayed, and each 

experiment is run three times. 

 

Since data augmentation like Stitcher, which will reduce the average scale of the image, cannot 

directly generalize, as shown by the green line in Fig. 1, it is crucial to choose the initial ratio 

between normal batches and augmented batches. To determine the initial ratio, we employed the 
initial value search technique from [36]. Based on the experiences, we set the initial ratio search 

range to [85, 95]. As shown in Fig.12, when the batch size is 32 (the right figure), the optimal 

initial value is 90. When the batch size is 16 (Fig.11) and 8 (Fig.10), 90 remains in a competitive 
position. Therefore, we set the initial value to 90. 

 
Table 2.  Scheduler comparison results on the VOC 2007 test set with YOLOX-S. AP50 comes from 

evaluation codes across-class. APs, APm and APl come from evaluation codes across-scale. DataPool 32 

means that object scale range is [0, 32×32]. DataPool 64 means that object scale range is [0, 64×64]. 

 
Method Batch Size AP50 APs APm APl 

Ratio / Cosine Stitcher 8 77.30 / 
78.06 

41.18 / 
41.04 

66.29 / 
67.70 

84.68 / 
85.25 

Ratio / Cosine Stitcher 16 78.10 / 

78.29 

41.01 / 

43.30 

67.11 / 

67.48 

84.96 / 

85.27 

Ratio / Cosine Stitcher 32 78.25 / 

78.26 

43.04 / 

43.25 

66.85 / 

67.56 

85.53 / 

85.42 

Ratio / Cosine DataPool 

64 

8 76.90 / 

77.23 

41.68 / 

39.42 

66.25 / 

66.38 

83.52 / 

84.76 

Ratio / Cosine DataPool 

64 

16 76.57 / 

78.17 

42.39 / 

41.49 

66.87 / 

67.84 

83.50 / 

85.42 

Ratio / Cosine DataPool 32 77.96 / 41.81 / 68.16 / 84.92 / 
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64 78.52 41.97 67.23 85.20 

 
Table 2 shows that compared to the fixed ratio scheduler, the accuracy is generally higher when 

using the decay scheduler. This is because as the learning rate decays, the influence differences 

between small and large objects gradually decrease. Maintaining the same data augmentation 

frequency in the later stages of training as in the earlier stages can cause the network to gradually 
overfit small objects. Therefore, a decay scheduler that gradually reduces the data augmentation 

frequency can help maintain a scale balance state. 

 

4.4. Across Model & Dataset Type & Dataset Size 
 

In this section, we tested the performance of our methods on the COCO dataset with RetinaNet. 
We employed the original setup of Dynamic Scale Training}, using RetinaNet-50 and the full-

size COCO dataset, without Mosaic. The only modification we made was switching the Multi 

Step learning rate scheduler to the Cosine Anneal learning rate scheduler to accommodate the 
hybrid scheduler. The batch size is 16, and the DataPool object scale is [0, 64×64], with 640 × 

1024 image size. 

 
Table 3.  Across dataset size results on the COCO test set with RetinaNet-50. Full means full training 

dataset. Half means half training dataset. Quar means quarter training dataset. DataPool 64 means that 

object scale range is [0, 64×64]. 

 
Method Dataset Size AP AP50 AP75 APs APm APl 

Baseline (Vanilla) Full 34.87 54.10 36.29  21.54 38.63 43.75 

DST + Stitcher Full 36.30 55.36 37.19  23.17 40.71 45.18 

DST + DataPool 64 Full 36.24 55.12 36.96  22.85 40.38 45.17 

Hybrid + Stitcher Full 37.26 55.45 37.89  24.45 41.69 46.71 

Baseline (Vanilla) Half 36.64 55.71 37.24  23.03 40.61 47.00 

DST + Stitcher Half 36.48 55.38 36.99  23.62 40.65 46.00 

DST + DataPool 64 Half 34.11 53.77 36.21  22.76 37.51 42.02 

Hybrid + Stitcher Half 37.34 55.65 37.93  23.64 41.56 47.25 

Baseline (Vanilla) Quar 28.22 45.27 28.74  14.33 30.35 36.35 

DST + Stitcher Quar 36.35 55.24 36.87  23.18 40.43 45.11 

DST + DataPool 64 Quar 33.95 54.84 35.91  21.32 37.43 42.39 

Hybrid + Stitcher Quar 37.27 55.54 37.99  24.27 41.74 46.77 

 

 
From Table 3, it can be observed that when using datasets of full, half, and quarter sizes, the 

Hybrid Scheduler improves the performance by AP+0.96%, AP+0.86%, and AP+0.92%, 

respectively, compared to the original dynamic scale training scheduler. This demonstrates that 

maintaining a scale balanced state within the network and minimizing overfitting neurons are 
essential for achieving optimal generalization. 

 
Table 4.  Overall: iteration number of overall optimal performance. SmallObj: iteration number of small 

objects optimal performance. AP, APs are obtained at the small objects optimal generalization iteration. 

 
Method Dataset Size Overall SmallObj AP APs 

Baseline (Vanilla) Full 88k 67k 33.56 22.32 

DST + Stitcher Full 87k 87k 36.30 23.02 

Hybrid + Stitcher Full 86k 86k 37.26 24.33 

Baseline (Vanilla) Half 88k 77k 36.43 23.19 

DST + Stitcher Half 90k 81k 36.37 23.88 

Hybrid + Stitcher Half 89k 74k 36.69 24.22 
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Baseline (Vanilla) Quar 56k 41k 27.76 15.22 

DST + Stitcher Quar 86k 63k 35.27 23.11 

Hybrid + Stitcher Quar 90k 73k 36.54 24.13 

 
From Table 4, it can be observed that the overall best performance point is different from the best 

small objects performance point. The overall performance at best small objects performance point 

is lower compared to the optimal overall performance. This is because the network becomes more 

biased towards small objects, squeezing the parameter space of other objects. When overfitting 
occurs on a single scale, whether it is for large or small objects, it will lead to a decrease in 

overall generalization performance. Only when the parameter proportions for each scale are 

balanced can the overall generalization performance reach its best. 
 

5. CONCLUSIONS 
 

In this paper, we propose a new data augmentation technique called DataPool and improve the 

existing dynamic scale training scheduler to alleviate the scale imbalance problem. By 
decoupling the relationship between images and objects, DataPool can construct more suitable 

images for training. These images have objects within a limited scale range, preserving the 

context-object ratio as much as possible and avoiding excessive resizing objects. The improved 
dynamic scale training scheduler gradually reduces the frequency of data augmentation as the 

learning rate decreases, maintaining the network in a scale balance state. Experiment results 

demonstrate that using the new data augmentation technique and the improved scheduler can 

further improve the performance across different network architectures, different datasets, and 
different dataset sizes. 
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